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Abstract

There is an extensive literature on the index theory of Boolean matrices.
We studied three types of generalized indices of Boolean matrices. We fa-
cus on the third type of generalized (primitive) exponents of and the first
type of generalized indices of convergence for general Boolean matrices. We
determine the maximum values of thé third type of generalized (primitive)
exponents for all n x n Boolean matrices, characterize the extreme matri-
ces, i.e., those Boolean matrices whose third type of generalized exponents
achieve the maximumn values. We also obtain similar results on nearly re-
ducible Boolean matrices. We determine the maximum values of the first
type of indices of convergence of n x n Boolean matrices, reducible matri-
ces, critically reducible matrices respectively, characterize the corresponding
extreme matrices. Finally we disscuss the weak exponents of irreducible ma-

trices.

Key words: Boolean matrix, primitive matrix, index, exponent, digraph
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1 Introduction

A Boolean matrix is a matrix whose entries are (0 and 1; the arnthmetic
underlying the matrix multiplication and addition is Boolean, that 1s, 1t 1s
the usual integer arithmetic except that 1+ 1 = 1. Let B, be the set of all
n x n Boolean matrices.

For a matrix A € B, the digraph, D(A), of A is the digraph on vertices
1,2,...,n such that (¢, j) is an arc if and only a;; = 1. The girth of a digraph
D is the length of a shortest cycle of D. When A is symmetric, then D(A4) is
a symmetric digraph, which corresponds natually to an (undirected) graph
G(A) obtained from D(A) by replacing each pair of arcs (u,v) and (v, u)
by an edge uv. For A € B,, if there is a permutation matrix P such that
PAPT = B, then we say A is permutation similar to a matrix B (written
A ~ B). Note that A ~ B iff D(A) is isomorphic to D(B).

A matrix A € B,, is reducible if

A 0
a~(e 4)
where A; and A, are square, and A is irreducible if it is not reducible.
It is well known that if a matrix A € B,, is reducible, then

An 0 -+ 0
(Am Ago 0 \

\ Ay Aw - Ay )

where Ay, Agg, ..., Ay (t > 2) are irreducible matrices and we call them the
components of A. Clearly, D(4;),..., D(Ay) are the strong components of
D(A).

For a matrix A € B,, the sequence of powers A® = I, A, A% ... is a
finite subsemigroup of B,. Thus there is a minimum nonnegative integer
k = k(A) such that A*¥ = A*** for some t > 1, and a minimum positive
integer p = p(A) such that A®F = A¥*P. The integers k = k(A) and p = p(A)
are called the index of convergence of A and the period of A respectively.
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A Boolean matrix A € B,, is primitive if there is a nonnegative integer m
such that A™ = J,, the all-ones matrix. The minimum such m is called the
exponent of A. It is well known that A matrix is primitive if and only if it is
irreducible with period 1, the exponent of a primitive matrix coincides with
its index of convergence and J; is the only primitive matrix with exponent

0.

Lemma 1.1 ([50]) Suppose S is a finite semigroup. For eny a € § and
integers m > 0, ¢ > 1, a™ = a™*? if and only if m > k(a) and p(a)lq.

Proof. Suppose m > k(a) and p{a)lg. Then m = k(e) +{ with [ > 0,
g = tp(a) with ¢ > 1. Hence

a™ = dla®® = glgklaltiple) _ Gkla)titiple) . omtq

On the other hand, suppose ¢™ = a™t9. Then m > k(a). Let m = k(a)+!
with I > 0, ¢ = tp(e) +r with 0 < r < p(a) — 1. Choose s > 0 such that
p(a)|(I + s). Let I + s = hp(a). Then a™** = a™**+4,

ak(a)z!-{-s — ak{a)+l+s=tp[a)+r,
H@HhD(@) — k(@) +AtHtp(a)+r

and hence
GF(@) — ket

This implies that r = 0. O

Lemma 1.2 ([50]) Suppose A € By, has the form

(A O
1-(@ a)

where A; and Ay are square. Then p(A) = lem{p(A:1), p(A2)}.



Proof. Write d = lem{p(A,), p(A3)}. From A*¥4) = A¥A)+r4) we have
Af[‘q) = Af(AHp(A) for © = 1,2. Hence p(A;)|p(A) for ¢ = 1,2, implying
dip(A).

By induction we have

Ak+1 3 Ak!-l-l 0
o k—1 k+1
Yok g ALCAT™ A;

Choose k such that k > k(A1) + k(A4y). If Axtel = ARF20+1 then p(A)|d.
In the following we prove Ak+dt1 = Ak+2d+1 Note that fori = 1,2, AFT4! =
AF+284l gince k > k(A;) and p(A;)|d. We only need to prove it ASC AT =
Zir+02d A:’ CAk+2d-—:'

Any term in %78 ALC A¥** can be written as

ALCAFF2= if < k+d - k(A),

ALCARFa— = ¢ 72 -
24 {At;dCA‘f”"‘ if ¢>k+d—k(A),

and hence is a term in EHM Al C Ak+2d—

Similarly any term in Z“zd Al CA"f“LZd‘*' can be written as

A7 CATP Al i < d+ k(Ay),

Ai CAk—f—?d—i — ; '
2m { ASCAM T if 0> k+d+ k(Ay),

and hence is a term in Y 54¢ ALC AFTe—,

It follows that $35¥+¢ Al C AR+t = yoh+2d 430 A%+247% and hence AP+ =
1
Ak+2d+1_ []

By Lemma 1.2, one can easily prove the following.

Theorem 1.3 ([41]) If A € B, is irreducible, then p(A) is the greatest com-
mon divisor of all the distinct cycle lengths in D(A), If A € B,, is reducible
with components Ay, Aga, ..., Ay (t > 2), then p(A) = lem{p(A11),....p(Ax)}-

Hence the period problem for Boolean matrices has been settled. The
behavior of the sequence of consecutive powers of a Boolean matrix has been
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studied extensively due to its instrinsic importance in graph theory, com-
binatorics, matrix theory and their applications in communication system,
Markov chains, theoretical computer sciences; for more details see [1, 4, 8, 25].

Let M be a class of Boolean matrices. We are interested in the following
three kinds of problems [19, 25]:

(i) Maximum value problem: Determine the maximum value k(M) =
max{k(A4) : A € M};

(ii) Extreme matrix problem: Characterize the matrices in k(M) = {4 ¢
M with k(A) = e(M)};

(iii) Index set problem: Determine the set E(M) = {k(A): A € M}.

We use the following notations for the class of Boolean matrices.

B, n X n Boolean matrices
1B, irreducible matrices in B,

IB,, matricesin /B, with period p

RE, reducible matrices in B,
Sn symmetric matrices in By,
SN, symmetric matrices in B, 5

NR, nearly reducible matrices in B,

Th tournaments in B,
F, fully indecomposable matrices in B,
D, 4 matrices in B, with exactly d nonzeros on the main diagonals

For a Boolean matrix class M, if not every matrix in M is primitive, we
denote the class of primitive matrices in M by PM.
We list the results on these three problems for different classes of Boolean

matrices.



1. Schwarz {43]:
k(B,) = k(PB,) = (n—1)* +1,

and A € k(B,)(= k(PB,)) iff A is permutation similar to the Wielandt
matrix W,,, where

01 0 - 0)
00 1 0
We=1|: © . o
00 0 --- 1
11 0 0,

)

(PB,) is determined by Lewin and Vitek [17], Shao [45] and Zhang
67). k(B,) is determined by Jiang and Shao [15].

p—

2. Schwarz [43], Shao and Li [54]:

p(r’—2r+2)+s r>1,

s r=1.

=]
where 7 = |n/p|, 5 = n - pr. k(IB,,) is determined in {54], while
k(IB,) is studied in [56].

3. Shao [48]: k(RB,) = (n—2)®+2, and A € k(RB,) iff A or A" is

permutation similar to
Wh-1 0O
a 0

with o = (1,0, -, 0). k(RB,) is determined by Jiang and Shao [15].

4. Holladay and Varga [14], Shao {46]: k(PS,) = 2n — 2. E(PS,) =
{1,---,2n — 2} \ O[n,2n — 2], where Ola, b] denotes the set of odd
integers z witha <z < b; A € E(PSH) iff G(A) is isomorphic to a path
of order n with a loop attached to one of its end vertex (denoted by
PY) [46].



5. Shao and Li [55): k(SN,) =n—2 (n 2 2), 4 € k(SN,) iff G(A) is
isomorphic to a path and k(SN,) = {1,---n—2} if n > 3 and {0} if
n=>2

6. Brualdi and Ross [7]: k(PNR,) = n? —4n + 6, and A € k(PNR,) iff

A ~ Z,, where
(00100 --- 0 0)
0010 0 0
. (0 1 0 0}
0011
Zo=10 0 0 1 00 fifn=dandzy=| . o o,
0 0 0O o0 1 1 \0100)
100 -0 00
\0 10 -0 0 0

k(PNR,) is determined by Shao and Hu [52].
7. Shao [49] determined k(I B, N PNR,).

8. Moon [39]: £(T,) =n+2,Ac k(T,) iff D(A) is the unique tournament
with diameter n — 1 (up to isomorphism) and E(T,) ={3,4,...,n+2}
(n > 6).

9. Liuand Li [26]: k(D,4) = max{2n—d-1, (n—d—1)2+1}. k(Dpq) and
k:(D, 4) are determined by Zhou and Liu in [70] and [74] respectively.

2 Generalized exponents of matrices

Let A € B, and D = D(A). For any § # X C V(D), define expp(X) to
be the least integer m such that for each vertex ¢ of D there exists a walk
from some vertex in X to i of length m. If no such m exists, then define
expp(X) = 0.

For v € V, denote expp(u) = expp{{u}). If we choose to order the
vertices of D in such a way that

expp(ul) < Epr(uz) <...%Z EXDD('U»n)a
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then we call expp,(k) the k-th first type of generalized (primitive) exponent
of A, denoted by exp(A4, k).
Let k£ be an integer with 1 < k < n. Then

f(A, k) = min{expp(X) : X C V(D) and {X| =k}

and
F(A k) = max{expp(X) : X C V(D) and | X| = k}

arc called the k-th second type and the k-th third type of generalized expo-
nents A respectively.

We also write exp(D, k), f(D, k) and F(d, k) for exp(A, k), f(A, k) and
F(A, k), and call them the kth first, second, and third type of generalized
(primitive) exponents of D if D = D(A) with A € B,,.

~ If finite, the k-th first type of generalized exponent of A is the smallest
power of A for which there is a k x n all 1's submatrix, the k-th second
type of generalized exponent of A is the smallest power of A for which some
k x n submatrix has no zero column, and the k-th third type of generalized
exponent of A is the smallest power of A for which any £ x n submatrix has
no zero column.

Consider a memoryless communication system, which is represented by a
digraph D [4, 8, 25]. Suppose that at time ¢t = 0, k vertices of D) each holds
one bit of information. At time ¢ = 1 each vertex with some information
passes the information to each of its neighbors and then forgets its infor-
mation. But it may receive information from another vertex. The system
continues in this way.

a If k vertices of D each holds one bit of information with no two of
the information bits the same at time ¢t = 0, the shortest time to
disseminate all the initial & bits of information is expp (k).

b If the initial k£ bits of information are the same, the shortest time it
takes for all vertices to know the initial bit information is f(D, k).



¢ If we choose the initial k& vertices with the same information at ran-
dom, the shortest time it takes for all vertices to know the initial bit
information is F'(D, k).

Let e(A, k) € {exp(A, k), f(A,k),F(A,k)} be a function of A and M a
Boolean matrix class. Suppose e(A,k) < oo for A € M. We are interested
the following problems.

(i) Maximum value problem: Determine the maximum value e(M, k) =
max{e(4,k): A € M},

(ii) Extreme matrices problem: Characterize the matrices in €(M, k) =
{A € M with e(A, k) = e(M, k) };

' (iii) Index set problem: Determine the set &(M, k) = {e(4,k) : A€ M}.

2.1 Generalized exponents of primitive matrices

2.1.1 The first type generalized exponents

Suppose that A € By, is primitive. Let D = D(A), s be the girth of D, and &
be an integer with 1 < k < n. Suppose further that ? is the largest outdegree
of vertices of the shortest cycleC;. Then {31, 40], exp(A, k) < s(n —t) + k,
from which it follows that [5] exp(4, k) < s(n — 2) 4+ k. Another inequality
frequently used is [5] exp(A, k) < exp(A,k—1) + 1.

Some results are listed below.

1. Brualdi and Liu [5]:
exp(PBy, k) =n® —3n+k+2, exp(PSp, k) =n—2+k.

&xp(PB,, k) and éxp(P Sy, k) are determined by Shao et al. [57]: A€
EXP(P By, k) iff A ~ W, A € E&Xp(PS,, k) iff G(A) is isomorphic to a
path with a loop attached to one of its end vertex (denoted by PY) if
k > 2 and G(A) is isomorphic to Py, the graph obtained by adding a



~ loop to another end vertex of PP or a cycle (when n is odd) if £ = 1.
Shao et al.[57] and Liu and Zhou [31] proved that there exist a system of
gaps in exp(PB,, k), Shen [61] determined éxp(P’B,,1) and then Miao
and Zhang [37] determined éxp(PB,, k) for 2 < k < n. Li and 5hao
18, 53] proved that é&xp(PS,, k) = {1, ,n—k+2}forl1 <k <n-—-1

2. Let S,, be the class of primitive symmetric matrices whose digraph
has odd girth r. Then Brualdi and Shao {9] proved

— 14 (k- r<k<
e}{p(Sn:”k): { i +( T) A (S

max{n — 2+ [B] -1,r -1} 1<k<r—-1

A € &xp(Sp,) iff G(A) is isomorphic to G, which is the graph ob-
tained by adding an edge between a vertex of a cycle of length r and at
one of the end vertices of a path of order n—r if if k > 2, or isomorphie

to Gp1 or the graph adding a loop at the other end vertex of the path
if £ =1.

3. Liu [21]:
2 —5n+T+k 1<k<n-—2,
exp(PRN,. k) = { n?—4n+ 3, k=n-—1,
n® — 4n + 6, k = n.

9

&xp(PRN,, k) is chatracterized in Zhou [75].

4. Let DN, be the class of nearly decomposable matrices in B,. (Note
that DS, C F,.) Liu {20]: exp(DN,, k) = n—1. Zhou [88]: &xp(DNy, k) =
{2,3,...,n}.

5. Liu [22): exp(PTyn, k) = k + 2. &p(PT,, k) is determined by Zhou
and Shen [73].

6. exp(PDy g, k) = max{n—1,n—d—1+i} [34, 38]. Miao, Pan and Zhang
38] characterized partially éXp(P Dy g, k) and determined exp(PD, 4, k).
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2.1.2 The second type generalized exponents

Suppose A € B, is primitive and D = D(A) has a cycle of length s with
1 < s < n. Then [25]

n—k, s < k< n,

1+s(n—k—1), s>&,

e

and if ks, then f(D,k) <1+ s(n—k—1)/k.
f(PB,, k) has not been determined. It is conjectured in 5] that

F(PBp, k) =14 (2n—k —2) PEIJ - {”glrk_

Some results are listed below.

1. Brualdi and Liu [5];
f(PSn k) = '(n ~ K/ F—-;ﬁﬂ .

f (PSp, k) is determined by Li and Shao [18].

2. Shao and Li [53): Let S2 be the set of all primitive symmetric matrices
in B,, with zero trace.

f(Sﬂ,k)={ ﬁg%wl-‘fﬁ;—ﬁﬂ k=3arasksnod

2

and f(59) = {1,---, f(S%,k)}.

3. Liu [23], Liu and Wang [30]:

4

3 k=1n2>4,
f(PT,,E)=4 2 k=2n>40rk=23n2>1l,
1 k=33<n<10o0rk>34<n<k2*1 -2

10



2.1.3 The third type generalized exponents

Suppose A € PB,, and D = D(A) with girth 5. Then {26] F(A4,k) <
s(n — k — 1) +n. Note that F(A,n) =1 for any A € PB,, we only consider
the case 1 < k < n — 1 here.

We list some known results as follows.

1. Liu and Li [26]:
F(PB,,k)=(n—-k)(n—-1)+1.

Liu and Zhou [32] and Neufeld and Shen [40]) determined F(P By, k):
A € F(PB,,k) iff D(A) is isomorphic to D(W,) if 1 < k < n — 2
and G(n,r) if k = n — 1 where G(n,r) denotes a digraph containing a
Hamilton cycle and arcs (sy,1), (s2,1),...,(85,1),1 < 83 <+ < 5, &
n—1,7 > 1,(n,s, ,8) = 1. For F(PBy,k), Liu and Zhou [32]
proved that if 1 < k& < n — 4, there is no primitive digraph of order
n with(n — 1)(n — k) — (n —k - 2) < F(D,k) < (n—1)(n — k) and
if k =n-—2,n—1, there is no gap in the set of F(PB,, k). The case
k = n — 3 was discussed in [77].

2. Brualdi and Liu [5]:
F(PS,, k) =2(n— k).

Liu et al. [28] characterized F(PS,, k). Li and Shao [18] determined
F(PS,, k).

3. Shao and Li [53]:

2n—k—-1), k<F,
F(Sp,k)=1¢ 2(n—k)—1, k=28 (nis odd),
| 2(n — k), k> 5 +1,

and F(PS,, k) = {1,--- F(5%k)}.

11



4. Gao and Shao [10]:

[ 2(n — k), r=1,
2(n — k), r>32k>n+r—1,

r>3n—r+3<2%k
< n+r — 2 where if

F(Snr k) = ﬁ p[dn=2k=r-27 45, 3n— 2k -7 = 2( mod 4),
s = 1 otherwise
s =0,
2(n—k)—-r+1, r>3,2k<n—-7r+2
5. Liu [21]:
2_4n+6 k=1,
F(PNRn, k) =4 =
(n—1)¢ —k(in—-2) 2<k<n-1L

Zhou [76] characterized the extreme matrices in F(PRN,, k).

6. Liu [20): F(DN,, k) = n—k. Zhou [88]: F(DN,,k)is {2,3,...,n—k}
ifl<k<n-—2and {1} ifk=n—-1.

7. Liu [23]:

n—k+3, k=1,2,

F(PT"=’“):{ n—k+2 3<k<n-—L

Zhou and Shen [73} determined the sets F(PT,, k).

2.2 Generalized exponents of not necessarily primitive
matrices

Suppose A € B, and D = D(A). The condensation digraph D of D is the
digraph with vertex set

V = {jzi F is a strong component of G}

12



and there is an arc from ﬁl to };2 in 5 if and only if Fy # I+ and there is at
least one arc from some vertex of F; to some vertex of F5 in D.

Let D be nontrival strongly connected digraph with period p(D) = p, let
v be a fixed vertex of D). Let

V; = {u € V(D) : |W| = i(mod p) for any walk W from v to u},

(i=1,2,:--,n).

Then Vi, Va,---,V, form a partition of vertex set V(D). Vi, V3,---,V, are
called the imprimitive sets of D, V3 U Vo U --- UV} is called the imprimitive
partition of D [8]. Shao and Wu [58] have proved the following important
theorem:

Theorem 2.1 ([58]). Let D = D(A) with A € By, and let Fy,-- -, F, be those

strong components of D such that Fy, - - -, F,. are all the vertices with indegree
%

zero in D. Let p; be the period of the strongly connected nontrivial subdigraph

F;1<i<r. Then

(i) exp(A, k) < oo if and only if D satisfies the following three conditions:

*
(a) D has a unique strong component (say, F1) such that F1 has in-
*
degree zero in D.

(b) The subdigraph Fy is a primitive digraph.
() [V(F1)] 2 k.

(i) f(A,k) < oo if and only if the strong components Fy, Iy, .-+, Fy are
nontriviel and £ > >0 i

(ii1) F(A, k) < oo if end only if Fy, -+, F;. are all nontriviel and k >
min{|V;;| : 1 < i < 7,1 < j < p} where V(F) = Vi U--- UV,
be the imprimitive partition of F; (if F; i3 nontrivial).

13



For symmetric matrix A € B,,, the digraph corresponds to an undirected
graph G = G(A). Shao and Hwang [51] provided the following simpler
conditions: Let Gq,--+,&, be the connected components of & which are
primitive, By, ---, B; be the connected components which are not primitive
(namely bipartite), where V(B;) = X; UY] is the bipartition of V(B;), 1 <
1 <s,rs>0andr+ s> 1. Let k be an integer with 1 < k£ <n - 1.

(i) exp(A, k) < oc if and only if G is primitive.
(i) f(A,k) < oo if and only if k& > r + 2s.
(iii) F(A, k) < oo if and only if
n—k< min{|V(Gl)|, SR |V(G?‘)|: le‘? B IXSL |Yl|= T |st}»

A matrix A € B, is called k-primitive(respectively, k-lower primitive, k-
upper primitive) if exp(4, k) < oo (respectively, f(A, k) < o0, F(A, k) < o0).
A digraph D is called k-primitive(respectively, k-lower primitive, k-upper
primitive) if D = D(A) and A is k-primitive(respectively, k-lower primitive,
k-upper primitive).

Let Uy, ;.1 (respectively, Uy, k2, Unx,a) be the class of all k-primitive (re-
spectively, k-lower primitive, k-upper primitive) matrices in B,,.

2.2.1 The first type generalized exponets

Theorem 2.2 ([58, 78]) Suppose n > 4 and 1 < k < n. Then

1. exp(Uni1, k) = (n—1)(n — 2) + k and A € éxp(Upny,1. k) iff D(A) is
isomorphic to D(W,).

9. exp(Uppr\PBn k) = n2 —5n+7+k and A € &Xp(Unp1\Pn, k) iff
D(A) is isomorphic to the digraph obtained by adding a new verter n
to D(W,_1) and an arc between vertices 1 and n.

Note that there is no non-primitive symmetric matrices in Up & 1.

14



2.2.2 The second type generalized exponets

Shao and Hwang [51] determined the set for f(D, k) for symmetric matrices
in Uy, 2, which 1s

{1,2,---,n—k},2<k<n—1,

and the set for f(D, k) for irreducible symmetric matrices in Uy k2, which is

(1,2, - B/ ST 22 < k< n-1

2.2.3 The third type generalized exponets

The exponent set for F(A, k) for symmetric matrices in Uy x 3 is obtained in
1511
{1,2,---,2(n—k)}, n/2+1<k<n-—-L

For simplicity, we denote the class of digraphs D such that D = D{A) with
A € Uz by UP(n,k).

In the following we first study F(A, k) in Up k3.

Recall that for a nontrivial strongly connected digraph D, the period of
D, denoted by p(D), is the greatest common divisor of all cycle lengths of D,
and its vertex set can be partitioned into p imprimitive sets sets V1, -+, V}
whose all arcs originating in V; enter Vi1 (Vp41 is interpreted as V). Let D*
be the kth power of D. Thus D* has the same vertex set as D and there Is
an arc from vertex zr to vertex y in D¥ if and only if there is a walk of length
k from z to y in D. It is well known that if D is a strong digraph with period
p then DP is the disjoint union of p primitive subdigraphs with vertex sets
Vi, -+, V, (see [8]).

The following lemma is a fundamental tool in the stduy of the third tpye
of generalized exponents of k-upper primitive digraphs.

Lemma 2.3 Let D be a digraph of order n and let Fy,- - -, Fy be those strong
* *

components of D such that Fy, ---, F; are all the vertices with indegree zero

15



X
in G. Let V(Fy) = Vip U -« U Vi, be the imprimitive partition of F;, where
p(F) =p;, 1 <i < r. Let s be the marimum of the lengths of the shortest
cycles of Fy,---, F,. If D e UP(n, k), 1 <k <n-—1, then

F(G,k)<s(n—Fk—1)+n.

Proof. Let X C V(D) with |X| = k. Let V(F) = Vy U --- UV, be
the imprimitive partition of F; (if F; is nontrivial), 1 < ¢ < 7,1 £ j < pi.
By Theorem 2.1 (iii), we have £ > min{|Vj;: 1 <2< 7, 1 <3 < p; }, which
implies that X NV,; #0for 1 <i<r, 1 <4< p. Let XNV = X4,
X1 = kij, X' = Ul Uil Xy 5 K = X Py kij. Then X D X' and
k > k'. Suppose IV is the subdigraph induced by the vertices of Fi,---, F;
and \V(G")I =n'. Clearly we haven —n' > k — k.

Since Fl, F are all the vertices with indegree zero in D we know
that for any vertex y in D, there exists a walk from some vertex of some F;
(1 <4 < r) toy. Suppose s; be the length of a shortest cycle of F;. We
have s; < s. It is easy to see that there exists a vertex, say 2, in some cycle
of length s; such that there is a walk of length 7 — s; from z to y. Suppose
z € Vi

Note that p;|s;, and F”* is the disjoint union of p; primitive digraphs with
vertex sets Vi1, - -+, Viy,. Let P;; be the compoment of F2* with vertex set Vi;.
Then there is a loop on z in P;;. So there exists a vertex = € Xi; € X such
that there is a walk of length |Vw| H : a,nd hence of length n — & from
z to z in Pj; since n —k > n' — A P (Ve | — kme) = | Vil — kij
which implies that there is a walk of length 3;(?1; — k) from z to z in D. We
conclude that there is a walk of length n—s; + s;(n — k) = si(n—k —1) +n,
and hence of length s(n — k — 1) + n from z to y in G. It follows that
expe(X) < s(n—k—1)+n. So we have F(G, k) = max{epr()f): X C V(D)
and |X|=4%} <s(n—k—-1)+n. ]

Lemma 2.4 ([5, 32]) For1 <k <n—1, we have F(Wy, k) = (n — 1)(n —
k) + 1 and F(H,, k) (n — 1)(n — k), where H, is the digraph obtained by
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adding an arc {n,2) to W,,.

The following lemma is a generalization of a result in [5], where it was
proved for a primitive digraph. Here D is not necessarily primitive.

Lemma 2.5 Let D € UP(n,n — 1) be a strongly connected digraph, and let
s and t (s < t) be, respectively the length of a shortest and the length of a
longest cycle of D. Then

F(D,n— 1) < max{n — s,t}.

Proof. Let X C V(D) with |X|=n — L.

Case 1. X contains a cycle C. Suppose the length of C is r, where
s < r < t. Then every vertex of D is reachable from some vertex of €', and
hence from some vertex in X , by a walk of length n—s sincen—s > n—r.

Case 2. X contains no cycle.

Let V(D)\X = {u}. Then u lies on every cycle of G. Take a cycle C;
of length ¢. Then all vertices except u are reachable from some vertex In
V(C)\{u}, and hence from some vertex in X, by a walk of length ¢.

Note that D must contain a cycle with length less than ¢. Suppose G
contains a cycle C" with length g where s < ¢ < t. Write ¢t = mg + r, where
r is a integer with 1 < r < ¢. Clearly, there is a vertex z € V(C;)\{u} such
that there is a path of length r from z to « in C; . By attaching the cycle
C' m times to this path, we get a walk of length ¢ from z € X to u.

Combining cases 1 and 2, every vertex of D can be reachable by a walk of
length max{n — s,t} from some vertex in X, which implies that exp p(X) <
max{n — s,t}, and hence F(D,n — 1) < max{n — s,t}. [l

Lemma 2.6 Suppose D is not strongly connected with the only nontrivial
strong component F, and that F' is the only strong component whose corre-
sponding vertez in E—? has indegree zero. Let X C V(G), X NV(F) = Xj,
1X1| = k1 > 1. If F(F, k1) < oo, and d = max{d(F,y) : y € V(G)\V(F)},
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where d(F,y) = min{d(x,y) : z € V(F)} for a given vertez y € V(D)\V(F).
Then
expp(X) < F(F, k) +d.

Proof. It is obvious that each vertex in V(F) can be reachable by a
walk of length r for all r > F(F, k) from some vertex in X; C X. For
any vertex y € V(D)\V(F), there exists a vertex, say z € V(F }, such
that d(z,y) = ¢, where 1 < i < d. Note that there Is a walk of length
F(F, k) + d — i from some vertex in X; to z. So there is a walk of length
F(F, k) +d = [F(F,k)+d—i]+i from some vertex in X; to y,via z. Hence

expp(X) < expp(Xi1) < F(F ki) +d.
1

Let L(D) denote the set of all the distinct cycle lengths of a digraph D.

Theorem 2.7 Let D € UP(n,k), 1<k <n. Then F(D,k) < (n—1)(n—
k) + 1, and this upper bound is best possible.

Proof. Since D € UP(n, k), it follows from Theorem 2.1 (iii) that the
strong components of I corresponding to vertices of 1*) with indegree zero
are all nontrivial. Let s be the maximum of the lengths of the shortest cycles
of these components.

If D is not strongly connected, then clearly we have s <n — 1.

If D is primitive, then s is the length of a shortest cycle of D. By the
primitivity, we have s <n — 1.

If D is strongly connected but not primitive, we also have s < n — 1;
otherwise D is a cycle of length n, p(D) = n, and it follows from Theorem 2.1
(iii) that n — 1 > n—-min{|V;| : 1 <i <n} =n—1, where Viu---uUV,is
the imprimitive partition of D, which is a contradiction.

Hence we have s < n — 1. By Lemma 2.3,

F(G,k) <s(n—-k—-1)+n
<(n-1n—-%k-1)+n
={n—-1)(n—k)+ 1.
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By Lemma 2.4, there is a digraph W,, € UP(n,1) € UP(n,k) with
F(W,, k)= (n—1)(n— k) +1. So the upper bound is best possible. O

Let F(n, k) = max{F(D,k): D € UP(n,k)} be the maximum value for
the k—th upper gencralized exponents of the digraphs in UP(n, k). It follows
from Theorem 2.7 that F(n, k)= (n—1)(n—k) + 1.

Theorem 2.8 Let D € UP(n,k),1 < k <n—2. Then F(D,k) = F(n,k) =
(n — 1)(n— k) + 1 if and only if D 1s isomorphic to Wy

Proof. If D is isomorphic to Wy, then F(D, k) = F(Wy, k) = (n—1)(n—
k) + 1 by Lemma 2.4.

Now suppose F(D, k) = (n—1)(n—k)+1 for some k, 1 < k < n—2. Let
s be the maximum of lengths of the shortest cycles of those components of D
whose corresponding vertices in f) with indégree zero, and let ViUWVLU- UV,
be the imprimitive partition of D, where p = p(D). As verified in the proof
in Theorem 2.7, we have s < n — 1.

If s <n—2, then by Lemma 2.3,

FD,k) <(n—-2)(n—k—-1)+n
=(n—-1)n—k)+k+2—n
< (n—1){n—k)+1,

which is a contradiction. Hence s = n — 1.

If D is not strongly connected, then there is exactly one component, say
F', whose corresponding vertex in 1*) with indegree zero. Note that the length
of a shortest cycle of F isn—1 and n > 3. We have p(F) =n—1= |[V(F)|.
By Theorem 2.1 (iii) again, we have k > n — 1, which is also a contradiction.
Hence G is strongly connected.

If D is not primitive, then D has only cycles of length n — 1. We have
p(D) = n — 1 and min{|V;} : 1 £ < p} = 1. By Theorem 2.1 (iii), we still
eet to a contradiction. Thus D is primitive and L(D) = {n—1,n}. It can be
easily verified that D must be isomorphic to W, or H,,. If D is isomorphic to
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H, . then by Lemma 2.4, we have F(D, k) = F(H,.k) < (n—1){(n—k) + 1,
which is a contradiction. We conclude that D is isomorphic to W),. O

Let Qpm (2 < m < n) be the family of digraphs D = (V, E) such that
V ={1,2,---,n}, By C E C EyUE, and E # E; where E; = {(i.i +
N:1<i<n-1}U{(m}, E2 ={(¢1):1 <4< m-— 1}, and let

On = QpaU-UQpp.

Theorem 2.9 Let D € UP{n,n —1). Then F(D,n — 1) = n if and only if
D is isomorphic to some digraph in £1,.

Proof. If D is isomorphic to some digraph D in €}y, ,, where 2 < m < n,
suppose D = Dy. Let X ={2,---,n}.

For m +1 < i < n, the only walk from ¢ to n is of length n — 4. For
9 < 1 < m, the length of any walk from i to n is either n — 4 or at least
(n — 1) + 4 = n. Then therc is no walk of length n — 1 from any vertex in
X to n, which implies that F(D,n — 1) = F(Dy,n—1) 2 expp, (X) > n .
Since F(D,n — 1) < n by Theorem 2.7, we have F(D,n —1) =n.

Conversely, suppose F(D,n — 1) = expp(X) = n, where X C V(D),
1 X|=n—1and V(G)\X = {u}. We are going to show that D is isomorphic
to some digraph in €2, .

If there is a cycle C of length r not containing u, then for any v € V(D),
there is a walk of length n — r from some vertex in X to v, which implies
that F(D,n — 1) < n, a contradiction. Hence u is contained in all cycles of
D. ’

Case 1. D is strongly connected and |L(D)| > 2. Let s and ¢ be, respec-
tively the length of a shortest and the length of a longest cycle of G. By
Lemma 2.5, we have n = F(D,n — 1) < max{n — s,t}. So{ = n. Assume
(1, 2, --+, m, 1) be a cycle of G with u = 1. Note that there is no arc (2, 7)
for all 2 < i+ 1 < j < n; otherwise there is a walk of length n -1 from some
vertex in X to n, which implies that expp(X) £ n—1, a contradiction. Now
since 1 is contained in all cycles of DD, we have D € {2, ,,.
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Case 2. D is strongly connected and |L{D)| = 1. Suppose L(D) = {p}.
Then p(D) = p. Since u is contained in all cycles of D, there is a set V; in the
imprimitive partition V; U---UV, of G such that V; = {u}. By Theorem 2.1
(iii), we have n — 1 = |X| > n —min{{V;{: 1 £ j < p} =n —1, which is a
contradiction.

Case 3. D is not strongly connected. Since there is a vertex u containing
in all cycles of D, D contains exactly one nontrivial strong component £ .
By Lemma 1, the indegree of f‘ in f) is zero and the indegree of every vertex
of V(D)\V(F) in D is not zero. If |[L(D)| = 1, by a similar argument as in
Case 2, we get a contradiction. Suppose |L{(D)| = |L(F)| > 2, |V{F)| = m,
2<m<n—1 X = XNV(F) and [X;| = k. Cleatly k1 = m ~
1. Let d(F,y) = min{d(z,y): = € V(F)} for y € V(D\V(F), and d =
max{d(F,y): v € V(G)\V(F)}. Then we have d < n —m.

If F(F, k) < m—1, then by Lemma 4.2, we have F(D,n—1) < F(F k)+
n—m < n— 1, which is a contradiction. Hence F(F, k) = m. Now it follows
from the proof in Case 1 that F is isomorphic to some digraph in {2 .
Suppose F' € {2y, m.

Note that for any i € V(F)\{m}, there are two vertices i), iz € V(F)
(i, # i3), such that there are walks of length m — 1 from both 4, and 2p. If
there is a vertex § € V(D)\V(F), such that (¢,7) is an arc of [J, then any
vertex of D is reachable by walks of length at most m —1+4+n—-m=n—1
from both i; and 15, which implies that F(D,n —1) < n—1, a contradiction.
Hence there is an arc from vertex m to some vertex in V(D)\V(F).

We conclude that the vertices of m, m +1,---,n induce a path of length
n — m, and there is no arc (i,j) with 1 <i<m, m+1<7 < n otherwise
we haved < n—m,and F(D,n—1) < F(F,m—-1)+d<m+n—m=n by
Lemma 4.2 which is a contradiction. Suppose m, m + 1,- -, n induce a path
of length n — m with ares (i,4+1) where m < i <n—1. Then D € {} . U

It can be easily seen that [, = 2™ — 1 and |Qy] = X5 [Qnm| =
2" —n — 1. We have
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Corollary 2.10 The non-isomorphic extreme digraphs in UP(n,n — 1) is
Im _n—1. The minimum number of arcs of the extreme digraphs in UP(n,n—
1) is n + 1; among those non-isomorphic digraphs with n+ 1 arcs, there are
n —1 strongly connected digraphs and @o(n) primitive digraphs, where p(n) is
the Euler’s toitient function. The mazimum number of arcs of the extreme
digraphs in UP(n,n — 1) is 2n — 1, and there is only one non-isomorphic
such digraphs.

In the following we will make some discussion about the exponent prob-
lem, that is, these numbers attainable as k—th upper generalized exponents.

Let E(n, k) = {F(G,k) : G € UP{(n;k)}. It follows from Theorem 1 that
E(n,k) € {1,2,---,(n—1)(n— k) +1}. Since UP(n, k) CUP(n,k+1), we
have E(n, k) C E(n,k+1)for 1<k <n—1

Theorem 2.11 For 1 < k < n—3, and any integer m with (n—1)(n—k) — |
(n—k—2) <m< (n—1)(n—k)—1, there is no digraph D € UP(n, k) with
F(D,k) =m and m & E(n, k).

Proof. Suppose D € UP(n, k). It follows from Theorem 2.1 (iii) that
the strong components of G corresponding to vertices of f) with indegree
zero are all nontrivial. Let s be the maximum of the lengths of the shortest
cycles of these components.

If D is not strongly connected, then clearly we have s < n — 2; otherwise
s = n—1 and there is only nontrivial component, say F, of D. So p(F) = 1.
By Theorem 2.1 (iii) , k > n — 1, a contradiction.

If D is strongly connected but not primitive, we also have s < n — 2
otherwise p = p(D) = n — 1 or n, and it follows from Theorem 2.1 (iii) that
n—1>n-min{|Vi] : 1 <i < p} =n-1, where Vi U--- UV, is the
imprimitive partition of D, which is a contradiction. -

If D is primitive, then s is the length of a shortest cycle of . By the
primitivity, we have s <n — 1.
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Case 1. s <n— 2. By Lemma 2.3,

F(Dk) <s(ln—k—-1)+n
(n—2){n—k—-1)+n

=(n—l)(n——k)+1-—(n—k—1)..

IA A

Case 2. s = n — 1. We have shown that D is isomorphic to W, or H,.
By Lemma wh, we have F(D, k) > (n — 1)(n — k).

By Cases 1 and 2, F(D, k) is either less than (n—1)(n—k)—(n—k—2) or
at least (n — 1)(n — k), which implies the desired result. O

Theorem 2.12 If k =n — 1 or n, then E(n, k) = {1,2,---,F(n, k)}.

Proof. By Theorem 2.7, we have E(n,k) C {1,2,---,F(n,k)}. It is
proved in [3] that for k = n—2o0orn—1,and 1 < m < F(n,k), there
is a digraph D € UP(n,1) such that F(D,k) = m. Note that UP(n,1)
C UP(n, k) for k> 1. We have {1,2,---,F(n,k)} C E(n,k). Hence

E(n, k) = {1,2}---7F(n, k)}
fork=n—-2orn-— 1. O

Let U(n, k) be the class of ministrong digraphs D such that D = D(A)
with A € Uy, x3. Now we turn to study F(D, k) in U(n, k).

Let Gy, be the digraph with vertex set {1,2,...,n} and arc set {(¢,2+1) :
1 <4< n—2}U{(n-1,1), (n,2), (s,n)} where 2 < s < n—2. Clearly Gpn—3
is primitive if n is even. We have by Theorem 2.1(iii) that Gy 53 18 k-upper
primitive if and only if ¥ > (n + 3)/2 when n is odd. If n = 1 (meod 3),
then by Theorem 2.1(iii) again Gpn—4 is k-upper primitive if and only if
E>(2n+1)/3+1. Let

n? —4n+6 if k=1,

ﬂ”*’f):{ (n—1)?—k(n—2) if 2<k<n.
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We say vertex u is a t-in vertex of vertex » if there is a walk of length ¢
from u to v, and the set of all ¢-in vertices of v in D is denoted by Rp(t, v).
Then |Rp(t,v)| >n—k+1forallv e V(G

) implies exp,(X) < ¢ for any
X C V(D) with |X| =k and hence F(D, k) < t.

Lemma 2.13 ([76]) For1 <k <n, we have F(Gn_2,k) = F(n, k).

Lemma 2.14 For (n+2)/2 <k <n-—2, we have F(Gppn-3,k) = F(n, k) -
(n—k—1).

Proof. Let D =G,y 3, t = F(n,k)—(n—k—1) = (n—1)(n—2)—k(n—3)
and k =n —r. Then r < (n — 2}/2. As may be verified, we have

Rp(t,1) ={n,1,3,...,2r — 1},
Rp(t,E).:{n—B,n—l,QA,.“,QT},

Rp(t,3) ={n,1,3,5,...,2r + 1},

Rp(t,)) ={i—2,8,i+2,...,i+2r—2}, 4<i<n—-2r+1,
Rp(t,n — 2r + j)
((n—2%r+j—2n—2r+j,...,n—21,3,...,5—1}
ifn+jisodd and 2 < 3 < 2r — 2,

i

n—-2r+j5j—-2n—-2r+4,...,n—1,2,4,...,5 - 1}

ifn+7iseven and 3 <7< 2r —1,
Rpt,n)={n-4,n—2,n,1,...,2r — 3}.

Hence |Rp(t,i)| > r+1 = n—k+1foralli € V(D). Thisimplies F'(D, k) 5
On the other hand, let Xy = V(D)\{2,4,...,2r}. Clearly |Xy| =
Since Rp(t —1,1) = {2,4,...,2r}, there is no walk of length ¢ — 1 from any
vertex in Xj to vertex 1 and hence F(D, k) > expp(Xg) > t. It follows that
F(D,k)=t=F(nk)—(n—k—1). 0
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Lemma 2.15 For 2n+1)/3+1 < k < n— 2, we have F{Gp -4, k) =
Fin, k) —2(n—k—1).

Proof. Let D = Gppn_y, t = (n — 1){(n — 3) — k(n — 4). By similar
arguments as in Lemma 2.14, we have |Rp(t,i)| > n—k + 1 for all 7 ¢
V(D), expp(Xg) > t where Xo = V(D)\{2,5,...,3(n — k) — 1} and hence
F(D,k)y=1t=F(nk)— 2(n—k —1), as desired. O

Let H, , where 3 < 8 < n—1 be the digraph with vertex set {1,2,...,n}
and arc set {(i,s+1) : 1 < i < n— 1} U{(2,1),(s,2),(n,3)}. Clearly
L(H, ) = {2,s —1,n—2}. If H, ; is non-primitive, then n is even, s is odd,
p(H,s) = 2. By Theorem 2.1(iii), H,, is k-upper primitive if and only it
k> n/2+1. Let H! where n > 5 be the digraph with vertex set {1,2,...,n}
and arc set {(4,7+1):2<i1<n—1}U{(1,3),(3,1),(3,2), (n,3)}, and let
H? where n > 6 be the digraph with vertex set {1,2,...,n} and arc set
{(i,i +1):1<i<n-1}U{(3,1), (n,3)}.

Lemma 2.16 If D is one of the digraph H,, (n > 4), H, (n > 5) or H
(n>6), then F(D,n—1)=n-—2.

Proof. It follows from Lemma 2.5 that F(G,n—1) < n—2. Conversely,
Since there is no walk of length n — 3 from any vertex in Xy = V(G)\{3} to
vertex n, we have F{G,n — 1) > expgy(Xo) > n — 2. O

Lemma 2.17 For any D € U(n, k) with 1 <k <n-1, F(D,k) > 2.

Proof. Let D € U(n, k). Then there exists a vertex v € V(D) such that
its indegree (also outdegree) is 1. Let (u,v) be the unique arc incident to v.
Take Xy C V(D)\{u} with | X, = %k, we have F(D,k) > expp(Xp) 2 2. O

Let £(n, k) = {F(D,k) : D € U{n,k)}. Clearly £(n,n) = {1}. Lemma
2.18 is a generalization of [47, Lemma 2.3].

Lemma 2.18 £(n, k) CE(n+ 1,k +1).
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Proof. Let m € £(n, k). Then there exists a digraph D € U(n, k) with
F(D,k) = m. Hence for any subset X C V(D) with |X| = k we have
exp,(X) < m, and there exists a subset Xo C V(D) with |Xp| = k such
that exp;,(Xy) = m. Adding a new vertex u to D such that u has the same
adjacency relations as some vertex in X,, we get a digraph D,. Clearly 1)
is ministrong. Since D € U(n, k), we know that Dy € U(n + 1,k +1).

Let X; C V(D) be any subset of V(D;) with |X;| = k+1. Then we have
expp, (X1) < expp(X1\{u}) < m and expp, (Xo U {u}) = expp(Xo) = m. It
follows that m = F(Dy,k+1) € E(n+ 1,k +1). O

Theorem 2.19 Let D € U(n, k), 1 <k <n. Then F(D,k) < F(n,k), and
this upper bound is best possible.

Proof.  Let A and t be respectively the smallest and the largest cycle
lengths of D and p(D) = p. Suppose that ViU VaU---UV, is the imprimitive
partition of D.

Case 1. k > n—1or k= 1. It is obvious that F(D,n) =1= F(n,n). lf
k=mn—1, we have t < n — 1 by Theorem 2.1(iii) and hence F/(D,n —~ 1) <
max{n — h,t} < n-—1= F(n,n—1) by Lemma 2.5. The case kK = 11s
proved in [7].

Case 2. 2 < k < n — 2. First suppose that D is non-primitive. By
Theorem 2.1(iii), h < n —~ 2. f h =n — 2, then n — 1,n & L(D) since D is
non-primitive and ministrong. Hence p = p(D) = n — 2 and min{|V;| : 1 <
i < p} < 2. By Theorem 2.1(iii}, £ > n —min{|}j[: 1 <i<n—2} > n—2,
a contradiction. Hence we have h < n — 3 if D is non-primitive. Suppose
that D is primitive. Then h < n — 2. If h = n — 2, then it can be easily
checked that D must be isomorphic to Gp, 2. It follows that h < n — 3 or
(7 is isomorphic to G, s for 2 <k <n -2

Case 2.1. h <n—3. By Lemma 2.3,

n—l—h(n—k—l)§n+(n—3)(n—k—1)r
(n—1)2—k(n—2)=F(n,k).

F(D,k)

IA A
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Case 2.2. D is isomorphic to Gy, ,..o. By Lemma 2.13, we have F(G, k) =
F(G -2, k) = F(n, k).

Combining Cases 1 and 2, we have F(D, k) < F(n,k) for 1 < k < n.
Note that Gp e € U(n,1) C U(n, k) for all 1 € & < n. By Lemma 2.13,
the upper bound F(n, k) is best possible. 0

Since F'(D,n) = 1 for any ministrong digraph D of order n, we only
consider the case 1 < &k < n — 1. Recall that if a non-primitive D of order n
is k-upper primitive, then we have £k > n/2 + 1.

Theorem 2.20 Let D € U(n, k)\U(n,1) forn/2+1< k <n—2. Then

F(n,k)—(n—k—-1) if n is odd,

F(ng) S { }—('Rj k) . 2(?’1 —k — 1) zfﬂ. 1§ evern..

Furthermore, equality holds in the above two cases if and only if D is is0-
morphic 10 Gpn_g or Gy o4 TEspectively.

Proof. Let h be the smallest cycle length of ID. Note that D 1s non-
primitive. From the proof of Theorem 2.19, we have h < n — 3.
Case 1. h <n —5. By Lemma 2.3,

F(D,k)

A

n+hn—k—-1)<n+{n-5mn-k-1)
Fln,ky—-2(n—k—1)— (n— k- 2)
< Fn,k)—2(n—k—1).

i

Case 2. h=n—3. Then h > 2 and n > 5. Since D) is non-primitive
and ministrong, we have n — 2, n ¢ L(G). By Theorem 2.1(iii}, we have
L(D) # {n — 3} and hence L(D) = {n — 3,n — 1} where n is odd. It can be
easily checked that D must be isomorphic to G, 3.

Case 3. h = n — 4. First suppose n = 6. We have k > 6/2 +1 = 4,
and so £k = 4. Since h = 2, it follows that D is symmetric and hence
F(D,4) < 2(6 —4) =4 < 7= F(6,4) — 2(6 — 4 — 1) by {51, Lemma 4.1],
or D is isomorphic to DM or D@, where V(DW) = V(D) = {5 : 1 <
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i < 6}, E(DWYy = EU{(3,6),(6,3)} and E(D?) = EU{(5,6),(6,5)} with
E = {(1,2),(2,3),(3,4),(4,1),(2,3),(5,2)}, and it can be casily checked
that F(DW,4) = 4, F(D?) 4) = 5. In the following we suppose n > 7. By
Theorem 2.1(iii), we have |L(D)| > 2. Note that D € U(n,n — 2)\U(n, 1).

Case 3.1. n—1 € L(D). We can readily show that L(D) = {n—4,n—1},
n =1 {mod 3) and D is isomorphic to the digraph G ;.

Case 3.2n—1¢ L(D). Then L(D) = {n—4,n— 2} and n is even. Take
a cycle C of length n — 2. Then there are exactly two vertices, say z and y,
lying outside C'.

Case 3.2.1. G contains one of the arcs (z,y) or (y,z), say (z,y). Since
n > 6, (y,z) is no an arc of D. Since D is strong, there exist vertices
v and v such that (u,z) and (y,v) are both arcs of D. Note that D is
ministrong and L(D) = {n — 4,n — 2}. It follows that D is isomorphic the
digraph G with V(G) = {1,2,...,n} and E(G) = {(i,i+1) : 1 <2 <
n—3}u{{n—21),(n—5,n—1),(n—1,n),(n,2)}. Suppose D =G. It can
be casily seen that |Re(F(n, k) —2(n—k—1)—1,4)] > n—k — 1 for all
i € V(G), which implies that F(D, k) < F(n,k) —2(n—k—1) - 1.

Case 3.2.2 Neither (z,y) nor (y,z) is an arc of D. Then here exist vertices
u, v, u', v' in C such that (u,z), (z,v), (¢, y), (y,v") are all arcs of D. Let ry
and 7, be the distances in C from u to v and from u' to v respectively. Note
that L(D) = {n—4,n— 2} and D is ministrong. It is easy to see that r, = 4
or ro = 4. Suppose r9 = 4. Then the subdigraph induced by vertices in
V(G)\{z} is isomorphic to Gy = G(n-1),(n—1)-3. Suppose G is a subdigraph
of D with V(D) = V(G,)U{n}, z = n, where (u, n), (n,v) are arcs of D with
u, v € V(C). Let X C V(G) with |[X| =k andt = F(n, k) —2(n—k—1) -1
Every vertex ¢ € V{(G)\{n} can be reachable from some vertex in X\{n}
by a walk of length expg, (X\{n}) and hence of length {. This is because
expg, (X\{n}) £ F(G1,k-1) = (n—2)2—(k~1)(n—-3)—(n—2—(k—-1)) = ¢
Let (u,u;) be the unique arc in C incident from vertex u. If u # 1, then
vertex n can be reachable from some vertex in X\{n}) by a walk of length
t. This is because any walk to u; must pass the arc (u,u;). Suppose v = 1.
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Then we must have v = 3 or v = b. If v = 3, then 1t 18 easy to sce
that Rp(t,n) = {n,2,4,...,2(n — k)}; if v = 5, then Rp(t,n) = {n,n —
2,4,6,...,2(n—k)}. In cither case, we have |Rp(t,n)| = n—k+1, implying
that vertex n can be reachable from some vertex in X by a walk of length {.
Hence F(D,k) =expp(X) <t=F(n,k)—-2(n—k—1) - L.

Combing Cases 1, 2 and 3, we have F(D, k) < F(n,k) —2(n — k —
1) -~ 1 < F(n,k) — 2(n — k — 1) or D is isomorphic to Gp 53 OF Gpn-g for
n/2+1<k<n-3.

Suppose k = n—2. If h < n— 6, then F(G,n—-2) <n+h < 2n—
6 < F(n,k) —2(n—k—1). If h = n—3 or n — 4, we have proved in
Cases 2 and 3 that G is isomorphic t0 Gpn-3 Or Gpn_s. We only need to
consider the case h = n — 5. By similar arguments as in Case 3, we have
F(Gn—-2)<2n—6< F(n,k)—2(n—Fk—1).

By Lemmas 2.14 and 2.15, the theorem is proved. - o O

Theorem 2.21 Let D € U(n, k), 1 < k <n—2. Then F(D,k) = F(n, k)
if and only if G is isomorphic to Gppn_.

Proof. The case k = 1 is proved in [7]. Suppose & > 1. If D is isomorphic
t0 Gpn-2, then F(D, k) = F(Gnn-2,k) = F(n,k) by Lemma 2.13.

Suppose F(D, k) = F(n,k). Then G is primitive; otherwise F(D,k) <
F(n, k) — (n—k—1) < F(n, k) by Theorem 2.20, which is a contradiction.
Now it follows from [76, Theorem 2] that G is isomorphic to Gp a2 O

Theorem 2.22 Let D € U(n,n—1). Then F(D,n—1) = F(n,n—1) =n—1
if and only if D is isomorphic to some digraph G with 2 < s <n — 2.

Proof. Suppose D is isomorphic to some digraph Gp, with 2 < s <
n — 2. Take Xp = V(G)\{2}. It can be verified as in [76] that there does
not exist any walk of length n — 2 from a vertex in X, to vertex 1, which
implies that F(D,n — 1) > expp(Xp) > n — 1. By Theorem 2.19, we have
F(D,n—1)=n—1.

29



Now suppose F(D,n — 1) = expp(X) = n — 1 with V(D)\X = {u}. If
there is a cycle C of length  not containing w, then for any v € V (D), there
is a walk of length n — r from a vertex in X to v. Note that r > 1. We have
F(D,n—1) < n—1, a contradiction. Hence u is contained in all cycles of D).
It follows from Theorem 2.1(iii) that |L(D)| > 2. Let h and ¢ be respectively
the smallest and the largest cycle lengths of D. By Lemma 2.5, we have
n—1=F(D,n—1) < max{n—Ah,t}. Sot =n—1. Assume (1,2,...,n—-1,1)
is a cycle of length n— 1 of D. Since D is strong, there exist v and w (v and
w may be equal) in {1,2,...,n — 1} such that (v,n) and (n,w) are arcs of
D. Suppose w = 2 and v = s. Then G contains a subdigraph Gy, Since
D is ministrong, it is clear that G has no arcs other than those in G, ; and
s # 1. Note that |L(D)| > 2. We have s # n — 1. Hence D is isomorphic to
some G, , with 2 <s<n-—2. O

Corollary 2.23 The numbers of non-isomorphic digraphs and primitive di-
graphs of order n with the (n — 1)-th upper generalized ezponents equal to
n-—1 aren—3 and p(n — 1) — 1 respectively, where ¢ is the Buler’s tottient

function.

Theorem 2.24 Let D € U(n,n -1}, n> 4. Then F(D,n—1) = F(n,n —
1) —1 = n — 2 if and only if D is isomorphic to some digraph H, ; with
3<s<n-1, H! or H.

Proof. Suppose D is isomorphic to some digraph Hy,s with3 < s < n-1,
H} or H2, we have F(D,n — 1) = n — 2 by Lemmas 2.16.

Conversely, suppose F(D,n—1) = expp(X) = n—2 with X = V(G)\{u}.
By Theorem 2.1(iii), we have L(D) # {n—1} and L(D) # {n}. I |L(D)| > 2,
then D has no cycles of length n, and D has no cycles of length n — 1 by
Theorem 2.22 and the fact F(D,n—1) = n—2 < n—1. Hence for any cycle
of D with length r, we have 2 <r <n—2.

Case 1. X contains a cycle C of length r with 2 < r < n — 2. Then
n—2=F(D,n—1)=expg(X) <n—r. We have r < 2, and hence r = 2.
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Suppose V(C) = {x1,22}. Let d; = max{dg(z;,y) 1 y € V(DN\V(C)} for
i =1, 2. Then d = min{d,,d;} < n — 2. We have d = n — 2; otherwise we
have d < n — 3, and hence F(D.,n — 1) = expp(X) < expp{z1,22} < n — 3,
a contradiction. It follows that D contains a subdigraph which is isomorphic
to the digraph D with vertex set {1,2,...,n} and arc set {(¢,7 +1) : 1 <
i <n—1}U{(2,1)}. Suppose D is a subdigraph of D with =, =1, z, = 2,
dy = dg(2,n) = n— 2. Clearly there is no arc from ¢ to j in D with 7 —1 > 1.

We have 3 ¢ X; otherwise F(D,n — 1) = expp(X) < expp({1,2,3}) <
n — 3, a contradiction. Also vertex n is on some cycle with length n — 2;
otherwise F(D,n—1) = expp(X) < expp({1,2,n}) < n—3, a contradiction.
Hence there is an arc from vertex n to vertex 3. To ensure that D i1s min-
istrong, there is also an arc from some vertex s to vertex 2 with 3 < s < n-—1
and no other arcs in G. Hence D is isomorphic to some digraph H,, ; with
3<s<n—1.

Case 2. X does not contain any cycle. Then = is on every cycle of D.
Let ¢ be the length of a longest cycle C of D. As the proof in Theorem 2.22,
we have [L(D)| > 2. Suppose G contains a cycle C; of length ¢ <t. Write
t = mq + r where m and r are both integers with 1 < r < ¢. There exists
a vertex x € V(C)\{u} C X such that there is a path of length r from z to
u in the cycle C. Attaching the cycle C) to this path m times, we obtain a
walk of length ¢t from z to u. Clearly any vertex except « of D is reachable
from itself by a walk of length . Hence n ~ 2 = F(D,n — 1) < t. Note
that ¢t < n — 2. We have t = n — 2. It follows that D contains a subdigraph
which is isomorphic to the digraph G’ with vertex set {1,2,...,n} and arc
set {(i,44+1):3<i<n—1}U{(n,3)}. Suppose D' is a subdigraph of G
with u = 3.

If vertices 1 and 2 are on a cycle, then vertices 1, 2 and 3 forms a cycle
of length 3, D is isomorphic to H?; otherwise vertices 1 and 3, 2 and 3 form
two cycles of length 2, D is isomorphic to H,. O

Let ¥, be the family of digraphs H,, (n > 4), H. (n > 5) and H}
(n > 6). Let f(n) = |¥,| and g(n) = |¥, NU(n,1)|. It can be easily seen
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that f(4) =1, f(6) =3, f(n) =n—-3+4+2=n-1forn > 6, g{4) = 0,
g(5) = 3 and for n > 6

r

n - 1 if n is odd and n # 2 (mod 3),
n— 2 if n is odd and n = 2 (mod 3},
(n—2)/2 ifnis even and n # 2 (mod 3),
 (n—4)/2 ifniseven and n =2 (mod 3).

g(n) = 4

Corollary 2.25 The numbers of non-isomorphic digraphs and primitive di-
graphs of order n with the (n — 1)-th upper generalized ezponents equal to
n — 2 are f(n) and g(n) respectively.

By Theorems 2.22 and 2.24, we have the following.
Theorem 2.26 If D € U{n,n — 1)\U(n, 1) for n > 4, then

n—1 ifn—1 18 not prime,

F(D,n—-1)< { .
n—2  otherwise.

Equality in the above two cases holds if and only if D is respectively isomor-

phic to

(1) some Gy, with2 < s <n -2 and ged(s,n—1) > 1;

(2) some Hy s (n > 4) with 3 < s <n—1 where s is odd, H! (n>5) or H?

(n =2 (mod 3) and n > 8).

The numbers of such digraphs in (1) and (2) are n — 2 — p(n ~ 1) and

f(n) — g(n) respectively.

We consider the case 1 < k£ < n — 1.

Theorem 2.27 For 1 < k < n — 4, and any integer m with F(n, k) — (n —
k—2)+1<m<F(nk)—1, we have m ¢ E(n, k).

Proof. Let D € U(n,k) and let h be the length of a shortest cycle of
D. By the proof of Theorem 2.19, F(D,k) = F(n,k) (D is isomorphic to

32



Gnp-2)orh <n—3. Suppose h <n-—3. I[f k =1, by a result of [42], we have
F(D,1)<n+h(n-3)<n?~bn+9=F(n,1)-(n—-1-2). 2 <k <n-—4,
then by Lemma 2.3, F(D, k) <n+hin—k—-1) < F(n, k) — (n -k —2).
Hence for any D € UP(n,k), we have either F(D, k) = F(n,k) or
F(D,k) < F(n, k) - (n—k —2). O

Theorem 2.28 £(4,1) = {6}, £(5,2) = {4,5,6,10}. Forn > 5, 3n -5 €
En,n—3),3n—6¢ E(n,n—3).

Proof. If D € U(4,1), then it can be easily checked that D is isomorphic
to G49. Hence £(4,1) = {F(G42,1)} = {6}.

Suppose D € U(5,2). Since 2 < 5/2 + 1, D is primitive. As is proved
in [76], D is isomorphic to Gs3, Dy, Dy or D3, where V(D) = V(D,) =
V(D;3) = {1,2,3,4,5}, E(D1) = E(G42)U{(2,5),(5,2)}, E(D;) = E(G4}U
{(1,5),(5,1)} and E(D;) = E(G42) U{(4,5),(5,4)}. It can checked readily
that F\(D;,2) = 4, F(D,,2) = 5 and F(Dj3,2) = 6. Note that F(Gs3,2) =
10. We have £(5,2) = {4, 5,6, 10}.

Now suppose n > 6. Let D € U(n,k) and let A be the smallest cycle
length of D. Then h < n—2. If h =n — 2, then D is isomorphic to G, »_o
and F(D,bn—-3)=F(n,n—-3)=3n-5€&n,n—-3). Ifh <n-4,by
Lemma 2.3, F(D,k) < n+2h < n+2(n—4) = 3n— 8 We are left with the
case h =n — 3. By Theorem 2.1(iii), L(D) # {n — 3}. Hence {L(D)] > 2.

Case 1. n—1 € L(D). As is proved in [76], G is isomorphic to G, ;3.
By Lemma 2.4, we have F(D,n—-3)=3n—-T1.

Case 2. n — 1 ¢ L(D). As is proved in [76], D is isomorphic the digraph
D) _. with vertex set {1,2,...,n} and arc set {({,4+1) : 1 < i < n—
3}u{(n-21),(n—4,n—1),(n—1,n},(n,2)}} where n > 6 or D contains
a subdigraph which is isomorphic Gi = Gg_1)(n-1)—2. In the former case,
suppose D = Gl _,. It can be checked as in [76] that |Rp(3n — 7,)| > 4
for all 2. Hence F(D,n ~ 3) < 3n — 7. Now suppose [); is a subdigraph
of D and V(D) = V(D) U {n}. Let X C V(D) with |X| =n — 3. Every
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vertex 1 € V(D)\{n} can be reachable from some vertex in X\{n} by a
walk of length exp;, (X\{n}) and hence of length 3n — 8. This is because
expp, (X\{n}) < F(Dy,n—4) = (n—2)2~ (n—4)(n—3) = 3n—8. It follows
that every vertex of D can be reachable from some vertex in X\{n} by a
walk of length 3n — 8 + 1 = 3n — 7, which implies F'(D,n — 3) < exp,, (X)
< expg, (X\{n}) <3n-T7.

Now it follows that for any D € UP(n,n — 3) with F(D,n —3) # 3n— 5,
we have F(D,n—-3) <3n-—-T. O

By Theorems 2.27 and 2.28, there are gaps in the set £(n, k) for 1 < k <
n— 3.

Theorem 2.29 Forn >4, E(n,n—1)={2,3,...,n - 1}.

Proof. By Lemma 2.17 and Theorem 2.19, we have £(n,n — 1) C
12,3,...,n—1}.

By Theorems 2.22 and 2.24, we have i — 2,1~ 1 € £(4,¢— 1) for ¢
4,5,...,n. Using Lemma 2.18, we have {2,3,...,n—1} C&(n,n—1). O

d

Theorem 2.30 For n > 4, we have £(4,2) = {5}, £(5,3) = {4,5,7} and
forn>6,E(n,n—-2)={2,3,...,2n — 3}.

Proof. If D € U(4,2), then D is primitive by Theorem 2.1(iii). Hence
£(4,2) = {F(Gy2,2)} = {5}. By similar arguments as in Theorem 2.28, we
have £(5,3) = {4,5,7} since F(Dy,3) = 4, F(D,,3) =5, F(Ds,3) = 4 and
F(Gs3,3) =T.

Now suppose n > 6. By Lemma 2.17 and Theorem 2.19, we have
E(n,n—2)C{2,3,...,2n—3}. We only need to prove the reverse inclusion.

By [51, Theorem 2.27}, we have {2,3,4} C £(n,n — 2).

Let D be the digraph with vertex set {{ : 1 < 7 < 6} and arc set {(,7+1) :
2 <i<50U{(1,3),(3,2),(4,1),(6,4)}. Clearly G € U(6,1) C UP(6,4).
It can be easily seen that |Rp(6,7)| > 4 for all ¢ € V(D), which implies

34



that F(D,4) < 6. Note that there is no walk of length 5 from any vertex
in {1,2,5,6} to vertex 6. Hence F'(1),4) > expe({1,2,3,6}) > 6. We have
6 = F(D,4) € £(6,4). Note also that 5 € £(4,2) and by Lemmas 2.13 and
9.14, we have 2i —4 € E(i,i —2) for i > 6 and 20 — 3 € £(1,7— 2) for i > 5,
Hence we have by Lemma 2.18 that {5,6...,2n — 3} C £(n,n — 2).

It follows that {2,3,...,2n— 3} C &(n,n — 2). O
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3 Generalized indices of convergence

Suppose that A € B,, D = D(A). with period p = p(D), and X C V,
Let kp(X) be the minimum integer such that for all m > kp(X), Rn(X) =
Ronii(X) for some positive integer ¢ = t(X), where R, (X) denotes those
vertices reachable by walks of length m from some vertex in X. Then & p(X)
is a generalization of expp(X).

If u is a vertex of G, then the index of u is kp(u) = kp({u}). We choose
to order the vertices of D in such a way that

kp(ﬂq) S kp(‘ug) S “a g kg(un),

then we call kp(%) the i-th first type of generalized index of D, denoted by
k(A,i). That is, k(A,%) is the minimum nonegative integer m such that A™
and A™*t have ¢ equal rows for some positive integer {.

Let 7 be an integer with 1 < ¢ < n. The i-th second type generalized
index f(A,1) and the i-th third type generalized index F(A, ) are defined to
be

f(A,4) = min{kp(X) : X CV and |X| =i}

and
F(A,1) = max{kp(X): X €V and | X| = ¢}

respectively. Clearly the three types of generalized indices is a generalization
of three types of generalized exponents.
We are mainly interested in the first type generalized indices.

Theorem 3.1 ([33]) Let A € B, with 1 < i < n. Then k(4,1) < (n -
1)(n — 2) + i if A is irreducible and k(A, i) < (n — 2)(n — 3) + ¢ otherwise,
and these bounds are best possible.

We establish some lemmas that will be used later.
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Lemma 3.2 ([3]) Let G be a strong digraph of order n with girth s and

period p. Then
E(G) < n+s (H _ 2) .
p

Lemma 3.3 ([33]) For 1 <i < n we have k(Wy, i) = (n — 1)(n — 2) + 1.
Lemma 3.4 Let D be a strong digraph of order n. Then
k(D,) <k(D,i—1)+1,2<1i<n.

Proof. Suppose k(D,j) = kp(v;), 7 =1,2,...,i—1. Let ={v1,V2, ...,
v;_1}. Since D is strong, there exists a vertex, say v, in V{(D)\V1, such
that there is an arc from v to some vertex v, in V), which implies that
kp(v) < kp(vy,) + 1. Note that kp(vs) < k(D,i—1). We get the desired
resuif. D

Tt is proved in [48] (also see [15]) that k(A) < n+ sp(no — 2) where 5o and
ng are respectively the maximum of all the girths and the maximum of all
the orders of the strong components of D(A). Suppose A € By, 1s reducible
and D(A) has no strong component of order 1. Then 8y < ng < n — 2 and
hence k(A) < n+ (n—2)(n—2—2) = n? — 5n+8. This proves the following
lemma.

Lemma 3.5 Suppose A € By, is reducible, and G(A) has no strong compo-
nent of order 1, then k(A) < n’ —5n + 8.

Theorem 3.6 Let A € B, with n > 3. Then
k(A i) < (n—1)n—2)+1,
and equality holds if and only if A ~ Wi,

Proof. It follows from Theorem 3.1 that k(4,7) < (n —1)(n —2) +1.
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If A ~W,,then k(A,7) = (n—1)(n—2)+1 by Lemma 3.3. Now suppose
k(A,7) = (n—1)(n — 2) +i. Denote D = D(A). We are going to prove that
A ~ W,, 1Le., G is isomorphic to D(W,,). '

We claim that A is irreducible; otherwise k(A4,7) < (n — 1)(n —2) +4 by
Theorem 3.1, which is a contradiction. Let s be the girth of G.

We also claim that A is primitive; otherwise p(4) > 2, and by Lemma 3.2,

k(Ai) = k(D,7)
< k(G,n) = k(D)
< n+s(§—2)
< n+n(f—2)
— n?—2n
2
< n?=3n+3<(n—-1)n—-2)+1,

which is also a contradiction.
Since A is primitive, we have p(4) =1 and s < n — 1.
If s <n—2, then by Lemma 3.2,

k(A, 9)

k(D,1)

k(D) <n+s(n—2)
n+ (n—2)(n—2)
(n — 1){n—2)+1,

ACIACTA

which is a contradiction. Hence s = n — 1. It can be easily verified that
there are only two primitive digraphs of order n with girth s =n ~ 1 up to
isomorphism. They are D(W,) and H,, where H, is the digraph obtained
from D(W,) by adding the arc (n — 1, 1).

In H,, every vertex u lies on a cycle of length s = n —1 and hence
there is a walk of length (n — 1)(n — 2) from 1 to u. If G is isomorphic to
H,, then k(D,1) = k(H,, 1) < kg, (1) € (n —1)(n ~ 2). By Lemma 3.4,
k(A9 = k(G,i) <k(G,1)+i-1< (n—1){(n—2)+i—-1< (n—-1){n—2)+1
for 1 < ¢ < n, which is a contradiction.

Hence D must be isomorphic to D(W,) and the proof is completed. [
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If A€ IB,,, then by Lemma 3.4 and Theorem 3.6, one may esaily prove
that for 1 <1 < n,

(n — p)(n — 2p)

k(A1) <
P

+p+i—1.

Theorem 3.7 For a 1 x (n — 1) vector a, define

M(a) = ( Wo-r 8) |

Let e; denote the 1 x {n — 1) vector whose j-th entry 15 1 and other entries
are zeros. Let A € B,, with n > 4. Suppose A is reducible.

1. If 3 < i < n, then k(A,i) = k(RBn,1) if and only if A ~ M(a) for
some o € {e1,€,...,6n_it1} OT AT ~ M(ey);

2. Ifi=1, then k(A,i) = k(RBy,i) forn > 5 if and only if A ~ M{a) for
some & € {e1,€,...,6n 1, €1 + €n_1, €1 + €2}, while k(A, i) = k%(n, 1)
forn =4 if and only if A ~ M(a) for some o € {ey,€2,€3,61+€3,€1+
eo} or the matriz obtained by replacing the (4,4)-entry of M{ey) or
M(ey) by 1;

9. If i = 2, then k(A,1) = k(RB,,1) if and only if A ~ M(a) for some
a € {e1,e9,. .. 6n 1,6 +en1} or AT ~ M(er).

Proof. It follows from Theorem 3.1 that k(A, i) < (n — 2)(n — 3) + 1.

If A satisfies the conditions in the theorem, it can be readily checked that
k(A7) = (n—2)(n—3)+¢

Suppose k(A, i) = (n—2)(n—3)+1i. We are going to show that A satisfies
the conditions in the theorem. |

Claim 1: G = G(A) must contain a strong component of order 1.

Proof of Claim 1: Otherwise, G has no strong component of order 1. By
Lemma 3.5, we have k(4,7) < k{4) < n?—-5n+8 < (n—2)(n—3) +1
for all 3 < i < n, which is a contradiction. Suppose ¢ = 1 or 2. Since
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¢ 0
E D
orders at most n — 2. Denote by ¢ the order of C. By Theorem 3.1, we have
k(A1) <k(C,i) < (t-1){t—-2)+i< (n—2)(n—3)+ifori=1or2, which

is also a contradiction. Thus Claim 1 holds.

Case 1: AN(X O)WhBI‘EXiSDf(?L—*l)X (n — 1) and e € {0,1}.

a a
Then

(i is non-strong, A ~ ( where C and D are square matrices with

(a4
aX! 1+ aaZ;;% X' a )
Note that k(A, ) is the minimum nonnegative integer k¥ such that ¢ rows of
AF and A*TP4) are equal. By Theorem 3.1, we have (n — 2)(n — 3) +i =
k(A7) < k(X,1) < (n—2)(n— 3)+1, and hence k(X,i) = (n—2)(n—3) +¢.
It now follows from Theorem 3.6 that there is a permutation matrix ¢} such
that QX Q™1 = W,,_;. We assume without loss of generality that X = Wy_,.
We have

(1) a # 0; otherwise k(A4,1) < 1 and k(A,7) < k(X,i—1) = (n—2){(n -
3) +1 — 1 for ¢ > 2, a contradiction.

(2) a = 0 for n > 5; otherwise k(4,1) <n—-1<(n-2)(n—3)+1and
k(A,i) < (n—2)(n—3)+i— 1, a contradiction.

Case 1.1: n = 4 and a = 1. We have o € {e1, e2}; otherwise k(4,1) <
1+i < (n—2)(n—23)+ifor 1 < ¢ < 3, which is a contradiction. Futhermore,
we have i = 1; otherwise k(A,i) = i+ 1 for 2 < ¢ < 4, which is also a
contradiction. Hence i = 1 and « € {ey, €2}

Case 1.2: n > 4 and a = 0. Since k(A1) = k(X,1) = (n— 2}(n — 3) + 1,
we know that no i rows of AR-2r=3+i-1 and A-2(-3)+ gre equal. But
i — 1 rows of X(#=2(n-3)+i-1 354 X (n=2(n=3)+¢ gre equal. Hence we have

aX[n—Q)[w—B)—I—i—E ?é ax[n-ﬁ)(n—3)+fl-1_
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Note that

/0 1 .1 0
0 0 1 1
X{n—?)[n—S)—lz 110
1 1 1 0 1
\ 1 1 1 1 0
[ 0 ] 1 1)
1 1 0 1 1
X203 = S - ’
111 .- 1 0
\01 1 .- 1 1)

for1<i<n-—3and1<j<n-—2—itheentries (n—1—14,1), (j,7+i+1)
of X(-2)(n-3)+i 516 0 and all other entries of X(*=2/("=3)+% are 1, while the
entry (1,1) of X(n~2{n=2+4n=2 j5 0 and all other entries of X (n—2}{n—3)+n—2
are 1. It follows from the powers of X and the inequality aX (n=2)(n—-3)+i-2 £

ax(n—AB)(n—:E)-{—i—l th&t

[ {e1,. .. €41} ifi=n—3with0<j<n-23,
€ 9 {613621*"5811—1361+eﬂ_1351+62} lf?':]-:
\ {81,82,...,8n_1,61+€n_1} if 1 = 2.
X p .
Case 2: A~ | o where X is of (n — 1) x (n — 1) and a € {0,1}.

Then |
A ( X' (1-a)X"18+a(Sis X9)8 ) |
0 a
Note that the n-th row of the above matrix is independent of {. We have
k(A,1) < 1, and hence i > 2. For I > max{k(X,i —1)+1,n - 1}, we have
E;;h X7 = Z}‘;& X7 and hence

. ( X' (1-a) X8+ a(Sh22 X9)B )
0 a '

4]



By the definition of k(A,4) and Theorem 3.1, we have (n — 2)(n —3) +i =
k(A1) < max{k(X,7 — 1)+ 1,n—1} < (n—2)(n —3) + 4 and hence
k(X,i—1) = (n—2)(n—3)+i—1. By Theorem 3.6 again, we may assume
that X = W.._,. We have a = 0; otherwise k{4,i) <n—1 < (n—2)(n—3)+1
or k(A1) =k(X,i—1)=(n—2)(n— Sj + ¢ — 1, a contradiction. Note that
exactly the last j rows of X237 and X (n-2)(n—=8)+7+1 are equal for
1 < j <n—1. It follows that the (n — i+ 1)-th entries of X (n=2)(n=3)+i-2 3
and X (=2n=3)+i-18 are not equal. This implies that 8 = e] .

Note that there is a permutation matrix ¢} such that

1 0 \opr (10 B
(504 ) v

By combining Cases 1 and 2, the proof is now completed. O

We also consider some other classes of matrices in By, see [83, 84].

Theorem 3.8 Suppose A € B, is reducible and every component of A is
nearly reducible, n > 2. Then

n2—Tn+13+: i 1<i<n~-2,
n?—Tn+12+¢ if i=n-1orn,

k(A,z) < {

and equality holds when n > 5 if and only if

AN(Z#1MQ)1
0 0

where
( {e1,...,€n_1,€1 + €x_1,61 + En_2,€n3 F en_2} ifi=1,
{e1,...,en 1,€1 + €n1,€n-3+ €n_2} if i = 2,
afi) €< {er, ..., €0 i-1,€n-2,€n_1,€1 T €n_1} if3<i<n-—3,
le1,en 2,€n-1,€1 + €n1} ifi=n—1,
{ {En-z} if 1 = n,
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f1<i<nwithi#n—2or

if © £ 1.
We list the known results as follows.
1. Liu, Zhou, Li and Shen [33]:
k(Sn,i)=n—2+1.

It is easy to see [81] that k(S,,%) = k(PS,), which is known.

2. Zhou [81]: |
k(SN i) = [”“‘ 3J |
9
3. Liu, Zhou and Li [34]:
(n—1, 1<i<d
k(Dyg,2) =4 n—d—1+4, d4+1<:<n,L,<d<n

L (n—d-1)}{n—-d-2)—d+1, d+1<i<n1<d< L,

where L, = (2n — 3 — /4n — 3)/2. Zhou [82] have characterized par-
tially the extreme case of k(A, ) of the class Dy, 4.
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4 Some other indices or exponents

Let 7 be an integer with —n < r < n. A matrix A € B, is r-indecomposable
if it contains no k x! zero submatrix with 1 < &k, [ <nand &+l =n—-r+1. In
particular, 4 is (1 —n)-indecomposable if and only if A # 0, while A is (n—1)-
indecomposable if and only if A = J,,, the all-1’s matrix. A l-indecomposable
matrix is also said to be fully indecomposable, and a 0-indecomposable matrix
is also called a Hall matrix. By the definition of r-indecomposability, a
matrix A € B, is r- indecomposable if and only if, for each k£ such that
max{1,1-r} < k < min{n,n—r}, every k xn submatrix of A has at least £+
columns with nonzero entries. Equivalently, A € B, is r-indecomposable if
and only if, for each X C V(D(A)) with max{1,1—r} < |X| £ min{n,n—r},
|R1(A, X)| > | X|+r. For A € B, and X C V(D(A)), by R:(A, X), we denote
the set of all vertices reachable from a vertex in X via a walk of length ¢.
Clearly, R, (4%, X) = R;(A, X).

Let IB,, be the set of all irreducible matrices in B,,. It is well known that

A+ A4+ A=,

for any A € IB,. Note that J, is r-indecomposable for any r with —n < r <
n. Hence, for any A € I B, and any integer r with —n < r < n, there exists a
minimum positive integer p such that A+ A*+- .-+ AP is r-indecomposable;
such an integer p is called the weak exponent of r-indecomposablity of A,
and is denoted by w,(A4). Brualdi and Liu [6] use fy,(A4), hw(A) for w(A)
and wo(A) and call them the weak fully indecomposable exponent and weak
Hall exponent of A respectively. Liu [24] has proved that f,,(IB,) = [5] +1
and h,(IB,) = [5] for any A € IB,. |

We need the following lemma, which has appeared in [24], for complete-
ness, however, a proof is included here.

Lemma 4.1 ([24]) Suppose that A € IB,, X C V(D(A)), and1 <t < n.
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I Ri(3 A, X) # V(D(A)), then

X)| > IR(AX)|+t—1.

t
Rl(z Ai:
t=]1

Proof. The case t = 1 is trivial. Suppose t > 1. Let V) = Rl(z A X)),
= V(D(A)\V;. Since V; # V(D(A)), we have V3 # 0. Note tha,t Vi =

U i(* 3 )
1—=1

-1
Suppose Bi(A, X)NVy=0. Then R(A, X) C Vi = Ri(X A% X). Since
i=1

A € IB,, D(A) is strongly connected. Hence there is a vertex r € Vo
and a, vertex y € V; such that (y, ) € B(D(A)), which implies that z €

Rl(z A*, X). Note that z ¢ Rl(z A*, X). We have z € R,(A, X), which is

a contradlctlon Thus R;(A, X) . Vg £ (@, and there is at least one vertex ,
say z € R,(A, X) but z ¢ V;. We have

Ri(x 4,X)| = |U R4, X)| = WU R4, X)

t—1 _
> RS 45 %)+ 1,

which implies the desired result. ]

Theorem 4.2 For any matriz A € IB,,, and any integer v with —n <r <n,
we have

wy(A) < [n+;+1j,

and this bound is best possible.

Proof. Let X C V(D(A4)) with |X| = &k, and max{1,1 -7} <k <
min{n,n —r}.

Case 1. 2=t < k < min{n,n —r}.



Note that R, (A% X) = R;(A, X), and |X| = k. Since D(A) is strongly
connected, any vertex in V(D{A)) is reachable from a vertex in X by a walk
of length at most n — k + 1. Hence

n—-—k-+1 n-—-k-+1

R( Y ALX)= |J R4 X)=V(D(4)).
i=1 i=1
Sincen—-k+1<n— "—_—Eig+1 = ?%3 < %ﬂ, we have

[(ntr41)/2]
R S ALX)| = V(D) =nzk+r
i=1

Case 2. max{1,1 —r} < k < =T,
k+r .

Case 2.1. Ry( Y A, X) =V (D(4)).
i=1

Sincek+r§"—_—g—ﬂ+?“:ﬁ-?—l,we have

(ntr+1)/2]
R S ALX)=|V(DA) | =n2k+r.
=1

k4+r

Case 2.2. Ri(Y. A, X) £V (D(A)).
i=1

It follows from Lemma 4.1 that

k+r
Rl(z At,X)‘ — |R1(A}X)| + (k’ + T’) — 1.
i=1

Note that D(A) is strongly connected. We have|R;(4, X)| > 1. Thus

| {(n+r+1)/2) ;
Rl( Z A &X)

k-1
i=1

Ri(3 A X)

> 1+(k+r)—-1=k+r

Combining Cases 1 and 2, we have

[(n+r+1)/2]
R( D AX) >k+r=|X|+r
t=1
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which implies that
wy(A) <

{n+*r+ 1J

In the following we show the bound is best possible.
Let Ao € IB,, with D(Ag) = D, where V(D) = {1,2,...,n} and E(D) =
(G2t 1) 01 < < 22 Ju (i + 1) |22 4+ 1 < i < nju

{(n,i) : 1 <1 < [”_;“_} If ¢t < Lﬁ'*—;-:lj, it can be easily seen that all

columns except columns | 2= THJ +1, - P:%ﬂJ + ¢ are zero 1n rows 1, 2,
. {”*EHJ of Ag + A2 + .- + Al; hence Ay + A5 + -+ + A} contains a
[”‘E“J x (n — t) zero submatrix with
> n_}_l—n —r+1 n+;—*1_|____n_r+1:

which implies that A + A3 + --- + Af is not r-indecomposable. By the
definition of weak exponent of indecomposability, we have

n+r—1 n+r+1
J+1:[ J

wy(4g) > l 5 5

On the other hand, w,(A4g) < {““L;“J. Thus we have proved

n—|~'r+1J

wr(do) = [ >

This completes the proof. ]

Theorem 4.3 For any symmetric matric A € 1B, with n > 2, and any
integer v with —n < r < n, we have

Wi-—n{A) = wa_p(A4) = 1;

if 2<r<n—1,
if 3—n<r <1,

wld) <] ]

and this bound is best possible.
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Proof. We consider the following three cases.

Case 1. r = 1—n,2 —n. For any symmetric A € IB,,, A has neither zero
rows nor zero columns, implying that A is r-indecomposable. So w,(A4) = 1.

Case 2. 2 < r < n— 1. Suppose that 4 + A% +--- + A" is not r-
indecomposable. Then it contains a £ x [ zero submatrix with 1 < &, < n
and k+1=n—r+1. Let D = D(A). Then there are subsets V1, V; C V(D)
with |Vi| = k, |V2| = [ such that for any integer m with 1 < m < 7, there
is no walk of length m from any vertex in V; to any vertex in V;. Since A
is symmetric, Vi NV, = §. On the other hand, by the strong connectivity of
D, there is a vertex u € V) and a vertex v € V3 such that the distance from
wtovisat most n— |Vi| = |Vo|+1=n—-(n—-7+1)+1=r, whichisa
contradiction. So A + A2+ .-+ 4+ A" is r-indecomposable and w.(A) < 7.

Take a symmetric Ay € IB, where G(Ap) is the path on n vertices
1.2,...,n with edges i(i +1), ¢ = 1,2,...,n — 1. It is easy to see that
the 1 x (n — 7 + 1) submatrix indexed by the first row and the last n —r
columns in Ag+ A2+ - - -+ A}~ is zero. This implies that w,(Ap) > r. Hence
wy(Ag) = 7.

Case 3. 3—n < r < 1. Note that an r-indecomposable matrix is also
(r — 1)-indecomposable. In this case, w,(A4) < wi(4) < wa(A) < 2.

Take a symmetic A9 € SIB,, where G(Ap) is the star K. Clearly
wr(A) = 2. »

Theorem 4.4 Let w,(SIB,) = {w,(A) : A € IB,, A is symmetric } with
n > 2. Then

({1} if r=1-n,2—-n,
wr(SIB,) =< {1,2} if 3—n<r<l,
{1,2,...,r} if 2<r<n—-1

Proof. Note that w,(J,) = 1 foralll —n < r < n— 1. The case
1—n < r < 2 follows from Theorem 1. Note also that w,(Ag) = 2 for all
3 < r < n—1, where Dg(Ay) is the star K;,_;. Suppose 3 <7 < n — 1.
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By Theorem 4.3 we need only to show that {3,...,r — 1} C wy(SIB,,) for
J<r<n-1.

For any integer 3 < k < r — 1, take a symmetric A; € IDB,, where
G(A,) = G is a graph on vertices 1,2,...,n with edges i(n — k + 1}, i =
1,2,...,n—kand i(i +1),2 = n—k+1,...,n It is easy to sec that
Ay + A2 + .- + A7 contains an (n — k) x 1 zero submatrix, so A; is not
k- and hence r- indecomposable. But A; + A2 4 ...+ AY = J,. We have
w,(A;) =k, and hence {3,...,7 — 1} C w,(SIB,) for 3 < r<n—1. 0

Theorem 4.5 Let w,(1B,) = {w.(A) : A € IB,} with —n <1 <n. Then

n+?‘+l}}.

wr(fBﬁn):{l,E,...,{ 5

Proof. By Theorem 4.2, wy.(A) <-{(n+r+1)/2] for any A € IB,. The
case 1 = 1 — n,2 — n is trivial. Suppose in the following 3 —n <r <n—1.
We need only to show that

11,2,.... [ (n+7+1)/2]} C w,(IBn).

For integer a with max{1 —r,1} < a < |(n —r +1)/2], take Ay € 1B,
with D(A) = D, where V(D) = {1,2,...,n} and E(D) = {(t,a + 1) :
1<i<alu{Gi+1):a+1<i<n—1}U{(n,9):1<1i<a} Itcanbe
casily seen that all columns except columns @ + 1, ..., 2a +1r — 1 are zero in
rows 1,2,...,a0of Ag+AZ4-- -+ AST""" hence Ag+Aj+- .+ A1 contains
a a x (n—a—r+1) zero submatrix with a+(n—a—r+1) = n—r+1, which
implies that w,(4g) > a+7. It can be checked that for each X C V(D) with
max{1,1 — r} < |X| < min{n,n —r},

|R1(A0:X)1 > |X| —~a+1,

and hence, by Lemma 4.1, |R; (Ao + AL+ - + AT, XD > |Ri(Ag, X)|+a+
r—1 > |X|+r. This implies that Ag+ A§+---+ AS™ is r-indecomposable.
We have w,(Ag) =a+ 7.
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Case 1. 3—-n<r<-—-1. Wetakea=1-72—r,...,|[(n—7+1)/2] to
obtain {1,2,...,|(n+r+1)/2]} C w,(IB,).

Case 2. 1 < r < n-—1. We first take a = 1,2,...,[(n —r +1)/2] to
obtain {r+1,7r+2,...,[(n+r+1)/2]} C w,(IB,). Next by Theorem 4.4,
we have {1,2,...,7} C w.(IBy).

In either case, {1,2,...,|(n+r+1)/2]} C w,(IBy). It completes the
proof. 0

Let A = (A4,..., Ax) denote a k-tuple n X n Boolean matrices and o =
(04, ...,0k) denote a k-tuple of nonnegative integers. A is irreducible if
A; + ... A is irreducible. A® denotes the sum of all 5% | o; matrices in
which each product contains oy factors equal to A; for 1 < j < k. Alis
primitive if there is a k-tuples (i1,...,1) of nonnegative integers such that
A2 = J.: the minimum of 4, +. ..+ is called the exponent of A. For results

on this exponent, see [65].
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