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Abstract

The theory of variational inequality has been well developing since 1960s and
become one of very efficient mathematical methods. Nowadays it plays an im-
portant role in the study of a wide class of problems arising in pure and applied
sciences including mechanics, optimization and optimal control, operation research
and engineering sciences. Because the theory of variational inequality can provide
people with a simple and natural framework for the research of unrelated linear and
nonlinear problems.

In this thesis we further studied several mixed type variational inequalities and
variational inclusions problems. Firstly, by using auxiliary principle technique, we
proved the existence and uniqueness theorem of solution for the generalized strongly
nonlinear set-valued variational-like type inequalities problem in a Hilbert space
and proposed iterative algorithm for computing approximate solutions. Secondly,
by defining a new auxiliary variational inequality, we established a more general
iterative algorithm for solving the mixed quasi-variational-like inclusions problem
in a reflexive Banach space and gave its convergence analysis. Thirdly, we studied
the generalized mixed implicit quasi-n-variational inequalities problem in a Hilbert
space. By suggesting a new auxiliary problem, we construct and analyze an algo-
rithm for solving generalized mixed implicit quasi-n-variational inequalities prob-
lem. Finally, utilizing the alternative equivalent formulation between general mixed
quasi-variational inequalities problem and implicit fixed-point problem, we extended
Noor’s predictor-corrector iterative algorithm to develop the new modified iterative
algorithm for solving generalized mixed quasi-variational inequalities problem in a
real Hilbert space and discussed the convergence criteria of the iterative sequence
generated by our algorithm. Our results improved and generalized some previously

known results.
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80.2 Preface

1. Problem Background

The variational inequalities we are studying come from one paper of Gudic Stam-
pacchia and another paper cooperated by Jacques-Louis and Gudio Stampacchia (see
[1-2]) in the 1960s. Later the theory of variational inequality has been well develop-
ing and become omne of very efficient mathematical methods. Nowadays it plays an
important role in the study of a wide class of problems arising in pure and applied
sciences including mechanics, optimization and optimal control, operation research
and engineering sciences, etc.(see [3-20]), because variational inequality theory can
provide us with a simple and natural framework for the research of unrelated linear
and nonlinear problems. To explain this point, allow us present an initial problem
of variational kind based on a problem of physics, which leads us to a classical vari-
ational inequality. For simplicity we present a one-dimension example (see {4]).
Consider a body A C R?, which we call the obstacle, and two points P;, P; not
belonging to A; let us connect P, to P, by a weightless elastic string whose points
cannot penetrate A. We are interested in studying the shape assumed by the string.
With this aim we introduce the Cartesian axes system Oxy, which P, and P, have
coordinates (0,0) and (I, 0) respectively. Suppose that the lower part of the bound-
ary of obstacle A (in the zone in which we are interested , i.e. in {0,!]) is 2 Cartesian
curve of equation y = v(z). Expertence tells us that if y = u(z) is the shape assumed
by the string, then

v(0)=u(l)=0 (0.2.1)

u(z) < ¢(x) (0.2.2)

since the string does not penetrate the obstacle.
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>0 (0.2.3)

since the string being elastic and weightless must assume a convex shape. And

(u(z) - Y(z)u'"() =0, (0.2.4)
since the string tends to assume the shape with the minimum length, the string takes
a linear shape where it does not touch the obstacle. Expression (0.2.1), (0.2.2),(0.2.3)
and (0.2.4) constitute a formulation of the problem we are dealing with: searching for
u that satisfies (0.2.1), (0.2.2),(0.2.3) and (0.2.4) constitutes a variational problem.
If we put the above thought well posed (see [4]), it will lead to an ordinary variational
inequality problem:

Given the obstacle function ¥ € H'() and suppose 2 be a cone which is composed
of v > ae in £, the problem could be interpreted as the following: finding
u € H}(S)) and u > ¢ a.e. in (, satisfying

a(u,v~u) 20 Yo H)(R), v>9 ae in (0.2.5)

where a(u, v) is a continuous bilinear form. Problem (0.2.5) called obstacle problem
i8 one kind of classical variational inequality. During 1966 to 1969, Stampacchia (see
{1-2, 5]) started to solve it and proved that it had unique solution under suitable
conditions. The solving process of that problem resulted in a series of important
things about variational inequality theory, and inspired people to formulate various
variational inequalities from valuable problems in pure and applied sciences. For
example, in 1982, A. Bensoussan and J. L. Lions (see [6]) suggested a kind of el-
liptic and hyperbolic nonlinear quasi-variational inequalities while studying impulse
control: find u € K(x), a.t.

a(u,v—u) > {fiv—u), Vve K(z) (0.2.6)

in which the set K depends on z.
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Later we find that many multi-valued nonlinear partial differential equations
(PDE) involving subdifferential (i.e. PDEs with free boundary or moving bound-
ary) are equivalent to some quasi-variational inequalities, since various subdiffer-
entials suggested in nonlinear functional analysis. This fact enables us to solve
quasi-variational inequality problems (QVIP) by utilizing the known PDE results.
Reversely we consider to use QVIP’s knowledge to deal with multi-valued nonlinear
PDEs (see [7-12]).

Variational inequality theory contains the linear or nonlinear variatiopal inequal-
ity problem, the affine variational inequality problem, and the complementary prob-
lem. In recent years, using novel and innovative techniques variational inequality
theory has been extended and generalized in different directions. Various interesting
extension and generalization of the classical variational inequality with pure theory
or applied science background have been studied (see [13-20 ] for more details), and
people have made a lot of progress.

2. Research Motivation

One of most interesting and important problems in variational inequality prob-
lem{V1P) is to develop an efficient iterative algorithm to compute approximate so-
lutions. Many different numerical methods had been established: the project-type
method, the Wiener-Hopf equation, awdliary principle technique, Newton and de-
scent framework, etc. '

One of the most effective numerical techniques among them is the project
method, which was studied in the 1970s by researchers (see [21-24], and further
developed recently (see [25-38]). It includes extragradient method, feasible or infea-
sible method, and separation-projection method, etc. For instance, in 1985, Noor in
[39] used project method to study (0.2.6) by substituting (T'u,v) for a(u,v) using
Riesz-Frechét theory. Then he obtained the approximate solution by the algorithm:
tns1 = Pr(un — p(Tun — f)), where P is the project operator. In 1990, Siddigi and
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Ansari(see [40]) further studied it, and found that it was one case of the nonlinear
strongly quasi-variational inequality: find u € K|, s.t.

(Tu,v —u) > (Au,v — u)

Where T, A is H — H nonlinear operator. Later on Zeng (see [41]) modified the
results of Siddiqi and Ansari.

Generalized set-valued mixed variational inequalities and generalized quasi-
variational inclusions including nonlinear term are the useful and important gen-
eralization of the variational inequality theory. For example, a significant general-
ization of the variational inequality is the general mixed quasivariational inequality
(GMQVI in brief), which involves a nonlinear convex, proper, and lower semicon-

tinuous bifunction (-, -), like the form

< Tu, g(v) ~ 9(u) > +¢(g(v), 9(v)) — w(g(u), g(u)) 2 0, (0.2.7)

which enables us to study free, moving, unilateral, and equilibrium problems arising
in elasticity, fluid flow through porous media, finance, economics, transportation,
circuit analysis, and structural analysis in a unified framework( see more details in
Chapter 5 of our thesis and ref.{18, 41, 42, 43]). Unfortunately, the classical method
- the project method and its various variants can not be applied to suggest any ‘
iterative algorithm for it due to the presence of the bifunctin of ¢(-,-). The reason
is that the projection-type method is limited by that it’s not easy to find the project
exception in a very special case. However people found that if the bifunction is a
proper, convex and lower semicontinuous with respect to the the first argument,
the mixed quasivariational inequalities are equivalent to the fixed-point problems
and the implicit resolvent equations using resolvent operator technique {see [49]).
Another reason limiting application of the projection method is that it often strictly
depends on the inner product property of Hilbert space. So it is difficult to extended

and modify projection method to study the existence of a solution in Banach space

10
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for the generalized set-valued mixed variational inequalities and generalized quasi-
variational inclusions.

These facts motivated people to develop other methods to study the existence
of solutions, and come up with some other innovative algorithms to compute the
approximate solutions for the generalized set-valued mixed variational inequalities
and generalized quasi-variational inclusions. Glowinski in 1981 firstly suggested the
auxiliary principle technique (see [62]) and Cohen, Ding (see [44-46]) have extended
it to propose an novel iterative algorithm for computing the solution of the mixed
variational inequalities in reflexive Banach space. Chang (see [47-48]) studied some
classes of set-valued variational inclusions with m-accretive operator an ¢-strongly
accretive operators in uniformly smooth Banach spaces. Noor in [49-50] proposed
the predictor-corrector iterative algorithm for solving general mixed variational in-
equality based on the fixed-point theory and using resolvent operator.

Inspired by the research going on this area, we do further work about generalized
mixed type variational inequality problems in Hilbert space and variational inclusion

problems in Banach space in our thesis.
3. Main Work Summary

The main work in our thesis :

1. In Chapter 2, we used auxliary principle technique to study a class of general-
ized set-valued strongly nonlinear mixed variational-like type inequalities in Hilbert
space: find u € H, w € T(u), y € A(u) such that

(N(w,y),n(v, 9(u)) + bg(u),v) - bg(u),9(u)) 20, Vv e H,

which includes a number of the known classes of variational inequalities and
variational-like inequalities as special cases. For example, if g = I, the above prob-
lem is just the problem which had been studied by Huang and Deng in [54]. But,
based on Liu and Li’s theorem in [55]:

11
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Let the operator N{(-,-)} be Lipschitz continuous with constant § > 0 with re-
spect to the first argument. If T is H-Lipschitz continuous with constant u > 0
and monotone with respect to the first argument of the operator N(-,-) and, for
each fixed u € H, intD(N(T(-),u)) # @ then N(T(-),u) cannot be multi-valued in
int D(N(T(-), u).

The mapping T in their main result Theorem 4.1 in [54], is not actually set-
valued. By suggesting a new auxiliary variational inequality which extends Huang
and Deng's, we proved the solution existence and uniqueness theorem 2.3 of general-
ized set-valued strongly nonlinear mixed variational-like type inequalities, construct
the iterative algorithm 2.1 for solving the generalized set-valued strongly nonlinear
mixed variational-like type inequalities. Moreover, we also discuss the convergence
of iterative sequences generated by the algorithm.

Our results improve and extend Huang and Deng’s main results!®¥ in the follow-
ing aspects:

(1} Our problem (I) is more general than Huang and Deng’s problem; (i) Our
auxiliary problem is more general than Huang and Deng's auxiliary problem; (iii)
Our convergence criteria are very different from Huang and Deng’s ones for the
iterative algorithm. Of course, our results also improve, generalize and modify

Noor’s main results!®l.

2. In chapter 3, utilizing the Fréchet differential, we presented a new auxiliary
variational inequality for solving mixed quasi-variational-like inclusions in reflexive

Banach space:
(N(Tu, Au) — w*, n(v,u)) + o(v,u) — @{u,u) > 0, VYoeD.

We proved that the auxiliary variational inequality had unique solution. Then by
this auxiliary varigtional inequality, we established the iterative algorithm, which
further develop the applying rang of Ding and Yao’s Algorithm 4.1 in [63]. Finally,
we analyzed the convergence of iterative approximate solution sequence and gave

the theorem 3.2 under different conditions from Ding and Yao’s therorem 4.1 in [63].

12
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3. In chapter 4, under the assumption of 0-diagonally quasi-concave and adopting
KKM technique, we proposed a modified auxiliary inequality: for a fixedz € H,u €
T(z),v € A(z), find w = w(z,u,v) and g(v) € K(z), satisfying:

(9(w) — 9(z), 1(y, 9(w)) > —p{N{(p,v), 0y, 9(w))} + pb(g(z), g(w)) — pb(g(}), ¥)
vy € K(z).

If n{y, 9(w)) = ¥ — g(w), the above auxiliary inequality is just the auxiliary inequal-
ity appeared in Luo’s [78]. Using this auxiliary inequality we proved the solution
existence and uniqueness theorem of generalized mixed implicit quasi-n-variational
inequalities in Hilbert space: find z € H,u € T'(z), v € A(z), satisfying g(z) € K(z),
and

(N(u,v),1(y, 9(z))) 2 blg(z), 9(z)) — blo(z),¥) Ve K(z),

where K is a set-valued mapping: H — 2% and K(z) is a nonempty closed convex
subset of g(H). Then we established the iterative algorithm of the approximate so-
lutions. Furthermore we gave convergence analysis of the iterative solution sequence

generated by the algorithm.

4. In chapter 5, based on the slternative equivalent formulation between general
mixed quasivariational inequalities and implicit fixed-point problems, we extended
Noor’s predictor-corrector iterative algorithm in {49,50] to develop the new modified
self-adapt iterative algorithm with errors for solving general mixed quasivariational
inequalities in real Hilbert space, which involves a nonlinear bifunction (-, -}, like

the form:

< Tu,g(v) ~ g(u) > +o(g{v), g(u)) — ©(g(x), g(u)) > 0,

while Noor’s main results in [49] only limited in a finite-dimension Hilbert space.
We also analyzed the convergence of iterative solution sequence generated by the
algorithm and gave a sufficient and necessary condition.

13



Chapter 1

Fundamental Concept and Theory

We introduce some symbols first before mentioning some basic concepts and known
results which we used later in our thesis. We denote E be a topology vector space
(TVS), (X,d) be a metric space, B be a Banach space with B* be its duel space
and (u,v) be the pairing between B and B*. Let H be a Hilbert space with inner
product (hy,hs) in H, 2¥ represent the family of all subsets of H and CB(H) be
the family of all nonempty bounded closed subsets of H. Let F denoted either the
real field R or the complex field C.

§1.1 Basic Concepts

Definition 1.1 Convex Set(5)

If X is any vector space over F and A C X, therA is a convez set iftr+(1-t)y €
A 0<T <, and Vz,y in A.

Definition 1.2 Convex Hullf5

If A C X, the convez hull of A, denoted by co(A) is the intersection of all sets
that contain A. If X is a TVS, then the closed convez hull of A is the intersection
of all closed convex subsets of X that contain A, denoted by co(A).

Definition 1.3 Lower (Upper) Semicontinuity®®!
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If E 1is a topology space, a function f : E — R is lower semicontinuous (l.s.c.)

inxg € E, if for every z, — Ty, then limf(z,) > f(zo). Functions are defined
=3 ag

upper semicontinuous (u.s.c.) in an analogous manner.

Definition 1.4 Non-expansive Mapping¥
IfT: X — X defined on a meiric space (X, d) is called non-expansive if

d(Tz,Ty) < d(z,y), z,yeX

Moreover, T is called a contraction, if 3k < 1, d(Tz,Ty) < kd(z,y), =,y € X.

Definition 1.5 G-differential and F-differential®®

i

1.

Gateaux differential

Let f : H — R a real functional. f is said to have a derivative in the Gateaus
sense (G-derivative) inu € H: if

flutdv) — f(u)

If'(u) € H, st 5

— {f'(u),v), whend = 0 andvv € H.

F'(u) which we also denote by V f(u), is called the Gateauz derivative or the
gradient of f in u. If for every u € H holds the above, the functional f is said
to be differential in the Gateauz sense (G-differential) in H. And the operator
D¢ : H — H' which with every u associates Dg(u) = f'(u) = V f(u) is said
to be the G-differential of f in H.

Fréchet differential

[ i3 said to have a Fréchet differential (F-differential) inu € H, if there exists
¢ H, st [flut+v)=f)+ o)+ ofllvl]liv]
Note that, if f has a F-derivative it has also a G-derivative and the two deriva-

tives are the same.

Definition 1.6 Monotone Operator and Maximal QOperator!?
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Let H be a Hilbert space and f be an operator from H in 25. f is said to be
monotone if (§ —n,u—v) 20, Vu,ve H, VE€ f(u),Vne f(v). And f is said
to be marimal monotone if it is monotone and there does not ezist f : H — 28, s.t.

f is monotone and

Gr(f) ={(w, f(u)) : v € H} C# G.(f) = {(v, f) : v € H}

{i.e. the graph of f does mot have any proper extension whick is the grapk of a

monotone operator. )

Definition 1.7 The Resolvent operator (Brezis 1973)
For any mazimal monotone operator T, the resolvent operator associated with T

Jor any constant p is defined as
Jr(u)= (I +pT) (u), VueH,
where I is the identity operator.

Definition 1.8 Subdifferential®

Let f : H = RU {+o0} be a conver functional and uw € H. The functional f
is said to be subdifferentiable in v if the set 8f(u) = {¥ € H' : f{u) - f({v) <
(', u—v), Vv € H} is nonempty. The set 8f (u) is said to be the subderivative of
f in u and its elements are called subgradients of f at u. IfVu € H, 8f{(u) # 0,
we say that f is subdifferentiable in H, and the application 8 : H — 28 which with
every u € H associates f(u) € 2 is called the subdifferential of f.
Note that 8f can be interpreted both as a single-valued operstor from H in 28 or
a multi-velued operator of H in H'. Obviously, if f is G-differentiable in u, then
8f(w) = {(f/@w)}.

Definition 1.9 KKM Mapping!5
A mapping F : X — 2% i3 said to be a KKM mapping if, for any {z1,22,-
'!zﬂ-} Cc X, 00{371:552, " ',3n} C U?F(xt}
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§1.2 Fundamental Theory

Theorem 1.1 Hahn-Banach Theorem
If B i3 a normed space and V' is one of ils varieties, then each continuous linear
functional linear functional on V' can be extended as a continuous linear functional

on B with the same norm.

Theorem 1.2 The Riesz Representation Theorem
If L : H — Fis a bounded linear functional, then there is a unique vector hy in
H such that L(h) = (h, ho) for every h in H. Moreover, | L| = ||holl-

Theorem 1.3 Banach’s Fixed-point Theorem
If (X,d) be a complete nonempty metric space, and T : X — X be a contrection
operator, then there is one and only one fired point for T', i.c.

IzeX, z=T(@).

Theorem 1.4 Lions-Stampacchia Theorem!?
Let H be a Hilbert space, K C H a nonempry closed convez set. L € H and
a: Hx H— R a continuous bilinear form and cocercive on K x K, there a unique
ug € K, such that
a(up,uo—v) < L(uo—v), WwekK

Furthermore, the application which associates ug to every L is continuous.
Theorem 1.5 Theorem of the Minmization of convex functionalsl®
If B is a reflexive Banach space, f : B — R is convex and Ls.c, K # 0 is a closed

convez subset of B, end K 1is bounded or f is cocercive, then 3zo € K, such that

f(zo) = infrex f(x). Furthermore if f is strictly convez, the solution xg is unigue.
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Theorem 1.6 Pl
If f: H— RU{+o0} is a convez functional, then its subdifferential 8f is a
monotone operator, 1.e. {Bf(u) ~8f(v),u—-v)>0, VuveH.

Theorem 1.7 KKM Theorem!s?
Let K be a nonempty subset of a topological vector space E, and F : K — 2 be

a KKM mapping. If F(x) is closed in E for every x in K and there ezists at least
apont o CK st F(xo) is compact, then Ny F(x) # 0.
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Chapter 2

Generalized Set-Valued Strongly
Nonlinear Mixed Variational-like
Type Inequalities

§2.1 Introduction

In 2001, the auxiliary principle technique was extended by Huang and Deng®¥ to
study the existence and iterative approximation of solutions of a class of generalized
strongly nonlinear mixed variational-like inequalities for set-valued mappings with-
out compact values, where the set-valued mapping T and A take bounded closed
values. However, the mapping 7T in their main result Theorem 4.154, is actually
single-valued. Indeed, Liu and Lil® proved the following theorem.

Theorem 2.1 Let the operator N(-,-) be Lipschitz continuous with constant 8 > 0
with respect to the first argument. If T is H-Lipschitz continuous with comnstent
> 0 and monotone with respect to the first argument of the operator N(-,-) and,
for each fized u € H, it D(N(T(-),u)) # @ then N(T(-),u) cannot be multi-valued
in int D(N(T(-), u).

Motivated and inspired by Huang and Deng!®l, we introduce a class of generalized
strongly nonlinear mixed variational-like type inequalities for real set-valued map-
pings without compact values in a Hilbert space. The auxiliary principle technique is
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still extended to study the generalized strongly nonlinear mixed variational-like type
inequality problem. We prove the existence of a solution of the auxiliary problem for
the generalized set-valued strongly nonlinear mixed variational-like type inequality,
construct the iterative algorithm for the generalized set-valued strongly nonlinear
mixed variational-like type inequality, and show the existence of a solution of the
generalized set-valued strongly nonlinear mixed variational-like type inequality by
using the auxiliary principle technique. Further, we also discuss the convergence of
iterative sequences generated by the algorithm.

§2.2 Preliminaries

Let H be a real Hilbert space with inner product {-,-) and norm || - {|, respectively.
Let R denote the set of all real numbers, i.e., R = (—00,+00). Let CB(H) be the
family of all nonempty bounded closed subsets of H. Let H(-,-) be the Hausdorff
metric on CB(H) defined by

H(A, B) = max{supd(z, B),supd(A,y)}, VA,B e CB(H).
TEA yeEB

Given single-valued mappings N,7: H x H — H and g : H — H. and set-
valued mappings T, A : H — CB(H), we consider the problem of finding u €
H, w € T(u), y € A(u) such that

(N(w,y), (v, 9(u))} + blg(u), v) — b(g(u),9(u)) >0, YveH, (probleml)

where b(-,-) : H x H — R, which is nondifferentiable, satisfies the following proper-
ties:

(i) b(-,-) is linear in the first argument;

(ii) b(u,v) is bounded, that is, there exists a constant 4 > 0 such that

b(u, v} < 1lullllvll, Vu,ve H;
(iid) d(u,v) — b(u, w) < b(u,v - w), VYu,v,we H;
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(iv) b(-,-) is convex in the second argument.

The problem (I) is called the generalized set-valued strongly nonlinear mixed
variational-like type inequality.

Remark 2.1 (1) It follows from property (i) that for any u,v € H, — b(u,v) =
b(—w,v). By property (i) we have b(—u,v) < 1llull[lv, and hence

l6(u, v)| < vlullllvll, Vu,ve H,
b(x,0) = 0,v) =0, Vu,veH.

(2) It follows from properties (ii) and (i) that for any u,v,w € H, b(u,v) —
b(u,w) < vlluffllv — wll,Vu,v,0 € H and hence b(u, w) — b(x,v) < v|ul||lw — v|.

Thus, we have
‘b(u’?v) - b(“!"’)' < ’TII‘U"”'U - ’UJ", Vu,v,w € H.

This implies that b(-,-) 18 continuous in the second argument.

We remind the reader of the following fact: for suitable choice of the mappings
N,n,T,A,g, and the function b, one can obtain a number of the known classes
of variational inequalities and variational-like inequalities as special cases of the
problem (I}); see 54, 56, 57, 59, 60].

We need the following definitions which will be used in the sequel.

Definition 2.1 Let g : H — H be a single-valued mapping. A set-valued mapping
T :H — CB(H) is said to be

(i) v-g-H-Lispschitz continuous if there erists a constant v > 0 such that
H(T(u), T(v)) < vllg(u) — g(v)ll, Ve,v € H,
where H(-,-) is the Hausdorff metric on CB(H);
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(1i) ¢-g-strongly monotone if there exists a constant ¢ > 0 such that

{(wi = w2, g(w1) — g(uz)) > Cllg(ar) ~ g(ua)|l?,
Vuy,ug € Hyw; € T(w),i=1,2.

Definition 2.2 Let g: H — H be a single-valued mapping, and T : H — CB(H)
be a set-valued mapping. A mapping N: H x H — H is said to be

(1) a-g-strongly monotone with respect to T in the first argument if there eTists
a constant a > 0 such that

(N(wy,-) = N(ws, ), g(w1) - g(uz)) > aflg(ua) — g(ua)|%,

Vuy,uy € Hyw; € T(w),i=1,2.

(i) B-Lipschitz continuous in the first argument if there exists a constant 8 > 0
such that

"N(ula ) - N(u21 )" < -6"“1 - u2"i Vu,,uy € H.
In a similar way, we can define the strong monotonicity of N with respect to T in

the second argument and the Lipschitz continuity of N in the second argument.

Remark 2.2 DEF 2.1 and 2.2 can be found in [55]. If g = I is the identity mapping
of H, then DEF 2.1 and 2.2 reduce to Definitions 2.1 and 2.2 in [54], respectively.

Definition 2.3 Let g : H — H be a single-valued mapping, and T : H — CB(H)
be a set-valued mapping. A mapping N : H x H — H ig said to be a-g-strongly
mired monotone with respect to T and A if there exists a constant a > 0 such that

(N (w1, 11) — N(wz, 1), 9(wa} — g(w2)) 2 allg(w) — glua)ll?,
Vul,uz € H,w,- < T(u.),y, € A("U.,),l = 1, 2.
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Definition 2.4 A mappingn: H x H — H is said to be

(a) o-strongly monotone if there ezists a constant o > 0 such that
(n(u,v),u—v) > ollu—v|?, Yu,veH;
(b) 6-Lipschitz continuous if there exists a constant & > 0 such that
In(u, v)|| < Slju—v|l, Yu,ve H.

Definition 2.5 Let D be a nonempty convez subset of H. Then a function f : D —
R i3 said to be

(i) conves if for any u,v € D and any a € [0,1),
flou+ (1 —a)v) < af(u) + (1 - a)f(v);

(ii) lower semicontinuous on D if for anya € R, {u € D : f(u) < a} is closed
in D;
(#i1) concave if —f is convez;

(iv) upper semicontinuous on D if —f is lower semicontinuous on D.

In order to obtain our results, we need the following assumption.

Assumption 2.1 The mappings N,n: HxH — H satisfy the following conditions:
(1) for all w,y € H there exists a constant T > 0 such that

IN (w, )l < 7(llelf + llwl);

(2) 71(“, ‘U) = W(Ua z) + n(zi ’U),Vu,‘l}, z€H;
(3) for any given z,y,u € H, the function v— (N(z,y),n(u,v)) is concave and

upper semicontinuous.



Remark 2.3 (i} it follows from Assumption 2.1(2) that n(u,u) = 0,VYu € H; (ii)
It follows from Assumption 2.1(2)-(3) that for any given x,y,v € H, the function

u = (N(z,y),n(u,v)} is convez end lower semicontinuous.
We also need the following lemmas.

Lemma 2.1 ®7: Let X be a nonempty closed conver subset of a Hausdorff lin-
ear topological space E, ¢, : X x X — R be mappings satisfying the following
conditions:

(i) ¥(z,y) < ¢(z,1),Vz,y € X, and ¢(z,2) > 0,Vz € X;

(1) for each x € X, ¢(z,y) is upper semicontinuous with respect to y;

(i) for each y € X the set {x € X : ¢¥(z,y) < 0} is a convez set;

(iv) there erists a nonempty compact set  C X and z9 € §1 such that
P(xo,¥) < 0,Vy € X\ Q. Then there ezists an §j € §) such that ¢§(z,5) > 0,Vz € X.

Lemma 2.2 58: (Nadler’s theorem) Let X be a complete metric space, T : X —
CB(X) be a set-valued mapping.

Then for any given € > 0 and any given z,y € X,u € T(z), there ezists v € T(y)
such that

d(u,v) < (1+&)H(T(z), T(y)),

where d(-,-) is the metric on X.

§2.3 Auxiliary Problem and Algorithm

In this section, we extend the auxiliary principle technique®! to study the geperal-
ized set-valued strongly nonlinear mixed variational-like type inequality (I). We give
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an existence theorem of a solution of the auxiliary problem for the generalized set-
valued strongly nonlinear mixed variational-like type inequality (I). By using this
existence theorem, we construct the iterative algorithm for finding its approximate

solutions.

Givenu € H, w € T{u), y € A(u}, we consider the following problem P(x, w, ):
find » € H such that
(9(2),v = 9(2)) 2 (9(u),v—g(2)) - p(N(w,y),n(v,9(=))} (1)
+ pblg(u), 9(2)) — pb(g(u), v)
for all v € H, where p > 0 is a constant. The problem P(u,w, ) is called the auxil-
jary problem for the generalized set-valued strongly nonlinear mixed variational-like
type inequality (I).

Remark 2.4 If g = I is the identity mapping of H, then the auziliary problem (II)
reduces to Huang and Deng’s auziliary problem (8.1) in [5{].

Theorem 2.2 Let g : H — H be A-strong monotonicity mapping with g(0) = 0,
which 18 continuous from the weak topology to the strong topology. Let the map-
pingn: Hx H — H be §-Lipschitz contz'nua‘us, and the function b(-,-) satisfy the
properties (i)-(iv). If Assumption holds, then the auziliary problem P(u,w,y) has a

solution.

Proof: Define the mappings ¢,4: H x H — R by

#{v,2) = (v,v—g(2)) - (9(1),v — 9(2)) + p(N(w,y), (v, g(2)))
- pb(g(u),g(z)) + pb(g(u)s U),

and

Y(v,2) = {g(2),v—g(2)) — {g(u),v — g(2)} + p(N{(w,v),n(v, 9(2)))
~ pblg(u), g(2)) + pb(g(u), v),
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respectively.

We claim that the mappings ¢, satisfy all the conditions of Lemma 2.1 in the
weak topology. Indeed, it is clear that ¢ and v satisfy condition (i) of Lemma
2.1. Since g is continuous from the weak topology to the strong topology, so, from
the property (iii) of b, Remark 1 (2) and Assumption (3), it follows that ¢(v, z) is
weakly upper semicontinuous with respect to z. It is easy to show that for each
fixed z € H, the set {v € H : 9(v,z) < 0} is a convex set (we note that if
{v € H : y(v, z) < 0} = 0 then this immediately implies the conclusion of Theorem
2.2 and so we discuss only the case of the set {v € H : (v,z) < 0} # 6 (below),
and hence the conditions (ii) and (iii) of Lemma 2.1 hold.

Now set

w = [lg@)l[ + por(fwll + v} + prllg(), R={2€ H:|g(2)|| <w}.

Then ] is a weakly compact subset of H, where Q0 is the closure of §2 in the strong
topology. Indeed, it is sufficient to show that  is bounded. Suppose € is unbounded.
Then there exists a sequence {2,} C §2 such that ||z|| = 0o as n — 00. Since from
the A-strong monotonicity of g it follows that

(9(2a), 22} = {9(2z) — 9(0), 2, — 0) > ||z, )J?

we have |g(zn)]| = All2a|| and hence lim,, .0 [|g(2.)]l = co. Thus, this contradicts
the boundedness of {g(z,)}.
Now, for any fixed z € H\(, take vy = 0 € §. From Assumption (1), the
Lipschitz continuity of , and Remark 1 (2), we have
¥(vp,2) =9(0,2)
= —(9(2), 9(2)) + (g(u), 9(2)} + p(N(w, ), 7(0, 9(2)))
- pb(g(u), g(z)) + pb(g(u)’ 0)
~lg(zH2 + llg(u)lllg(2) || + Al N (w, 1) 1190, g(2)) Il — pb(g(w), ¢(2))

<
< —lgl) + llg(llg(2) + porlla() (llwll + llyll) + pvllg(w)lllg(2)|
= EHQ(Z)II(IIQ(Z)II = lg()li = por{llwlf + llll) ~ prllg(w)l)

<Uu
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Therefore, the condition (iv) of Lemma 2.1 holds. By Lemma 2.1 there exists an
% € H such that ¢(v,2) > 0,Vv € H; that is,

(v,v — 9(2)) — (9(u), v— g(2)) + p(N(w,y),n(v, 9(2)))
= pb(9(u), 9(2)) + pb(g(u),v) 20, VveE H.

For arbitrary t € (0,1) and v € H, let 2z, = tv + (1 — t)g(2). Replacing v by z, in
the last inequality and utilizing Assumption (2)-(3} and the property (iii) of &, we
obtain

0 < {z¢, 7 — 9(2)) — (g(v), zc — ¢(2)) + p(N(w, ), n(ze, 9(2)))
~ pb(g(u), 9(2)) + pb(g(v), z:)
= t((xh U - g(f)) - (g(u), U - 9(2)) - p(N(w, y)a 7](9‘(5): tv+ (1 - t)g(f))))
— pb(g(1), 9(2)) + pb(g(u), tv + (1 — t)g(2))
< t{{ze, v — 9(2)) — (9(w), v = 9(2))) + pt{(N(w, ), n(v, 3(2))})
+ pt(b(g(u), v) — blg(u), g(2))].

Hence, we derive

(Ih V= 9(2)) - (g(u):v - g(Z)) + P(N("’"$ y), 7](111 9(2)»

+pb(g(u.),v) - Pb(g(u):g(f)) >0
that is,
(ze,v — g(2)) = {9(u),v — 9(2)) — p(N(w, ), (v, 9(2)))
+pb(g(u), 9(z)) — pb(g(w), ).
Letting t — 0, we have
(g(f),v - g(Z)) > (g(u): v -9(2)) "P(N(w’ y)s 7?("'? 9(‘;‘)))
+pb(g(u), 9(2)) — pb(g(u),v).

Thus, z € H is a solution of the auxiliary problem P(u,w,y). This completes the

proof.

By virtue of Theorem 2.2, we now construct an iterative algorithm for finding
the approximate solutions of the generalized set-valued strongly nonlinear mixed
variational-like type inequality (I).
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For given up € H, wp € T'(up), yo € A(up), from Theorem 2.2, we know that the
auxiliary problem P(uy,wy, %) has a solution x;; that is,

{g(w1),v — g(w1)) = (g{ua),v — g(u1)} — p(N(wa, ¥o), 7(v, 9(u1)))
+pb{g(uo), (1)) - pb(9(w0),v), Vv € H.

Since wy € T(ug) € CB(H) and y € A(up) € CB(H), by Nadler’s theorem there
exist wy € T'(u,;) and ¢, € A(uy) such that

lwo — wn)| < (1 + 1)H(T(uo), T(wr)),

livo — gl < (1 + D) H(A(uo), A(wr)).

Again by Theorem 2.2 the auxiliary problem P(u;,w;, 1) has a solution u,; that is,

(9(u2), v — g(ua)) = {g{u1), v — 9(w2)) — p(N (w1, 11), (v, g(us)))
+pb(g(u,), g(2)) ~ pb(g(u1),v), Vv € H.

For w, € T(u1) and gy € A(u1), by Nadler’s theorem there exist w; € T'(u,) and
Y2 € A(uz) such that

lton = wall < (1-+ ) B (D), T(wa)),

1
i —gelf < (1+ Q)H(A(ﬂl),A(Uz))-

By induction, we can get the iterative algorithm for solving the problem (I) as
follows:

Algorithm 2.1 For given up € H, wo € T(uo), yo € A(uo) there ezist the sequences
{wn}, {y} ond {u,} in H satisfying the conditions

1
W € T{tin), lltn — wnsafl <1+ 1 H (T (), T(unta)),
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o € A(un), = tosal S (1+ — D H (Alun), Altma),

and

(9(un+1), v — 9(tni1)) 2 (9(tn), v — g(tas1)) — P{N(@n, Yn), 7(v, 9(Un41)))
+ pb(g(tn}, 9(tns1)) — pb(g{un),v), Vv e H,n=0,1,2,..,

where p > () is a constant.

Remark 2.5 Based on the existence (the above Theorem 2.2) of a solution of the
auziliary problem, in Algorithm, we construct some iterative sequences which con-
verge to a solution of the generalized set-valued strongly nonlinear mized variational-
like type inequality (I) (see Theorem 2.3 in the next section). It is worth reminding
that whenever g = I is the identity mapping of H, our Algorithm reduces to Algo-
rithm 9.1 in [54]. '

§2.4 Existence and Convergence Theorem

In this section, we prove the existence of a solution of the generalized set-valued
strongly nonlinear mixed variational-like type inequality (I) and the convergence of
the sequences generated by the algorithm.

Theorem 2.3 Let g : H — H be A-strong monotonicity mapping with g(0) = 0,
which is continuous from the weak topology to the strong topology. Assume that
(H1) N : H x H — H is both (-Lipschitz continuous in the first argument and
§-Lipschitz continuous in the second argument;
(H2) A: H — CB(H) is p-g-H-Lipschitz continuous and T : H — CB(H) is
v-g-H-Lipschitz continuous;

(H3) N is a-g-strongly mized monotone with respect to T and A;
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(H4{) n: H x H— H is o-strongly monotone and é-Lipschitz continuous;
(H5) b: H x H — R satisfies the conditions (i)-(iv).
If Assumption holds and

{k:(\/——1—2a+—52+6—1)/26,

py/é+2k<la>v/6+ \/((ﬁy +€Ep)? — '72/62)4]0(1 — k), (2.4.1)
Zﬂ_,L_,ﬂr—ﬂr s /la—1/8)1—((By+£)2 —72/5%)ak(1—k)
lp— vHEu)e < 8 | < (Br+Ep)e—2]82 y

then there exist w € H, W € T(u), ¥ € A(u) satisfying the generulized set-valued

strongly nonlinear mized variational-like type inequality (I} and
Un =8, wp— @, yo— Y (n—o0),

where the sequences {u,}, {w,}, and {y,} are defined by Algorithm 2.1.

Proof: By Algorithm, for any v € H, we have

(y(un)rv - g(uﬂ)) 2 (g(u'n—l)rv - g('u,.)) - p(‘N(wn-l’ yﬂ-l)v 7?(’0:9(“1:)))
+0b(9(tn-1), 9(un)) — PO(g(n-1,7), (2.4.2)

(g(un+l): v g(u'n+l))) pd (Q(U’n)'.- v—= g(uu+1) - p(N(wm yﬂ)a 77(”, g(u'n+1)))
+pb(g(ttn), 9(tn+1)) — pb(g(un, v), (2.4.3)

Taking v = g(tn+1) in (2.4.2) and v = g(u,) in (2.4.3), respectively, we get

(9(tn), 9(tn41) — 9(tn))

2 (g(un-1), 9(tn+1) — 9(un)) — PIN(Wn-1,9n-1), 7(9(tn11), 9(un))) (2.4.4)
+ ob(g(un-1), 9(tm)) — P(g(tn-1, 9(tin+1),

(9(tn41), 9(tn) — 9(un+1))

2 (9(un), 9(un) — g(uns1)}) — PIN (Wn, Yn), 1(9(tn), §(Un+1))) (2.4.5)
+ pb(g(un), 9(tim+1)) — pb(g(1n), g(un))-
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Adding (2.4.4) and (2.4.5), we obtain

(g(nt1) — 9(ta), §(tta) — gltn+1)}
2 (9(tn) — 9(un—1), 9(un) — 9(tn+1))
— o{N(wn, tn) ~ N(wn-1,¥n-1), 7{9(2s), 9(tn+1)))
+ pb(g(un_1) — g(un), g(un)) + Pb{g(un) — 9(tn-1), g(tn+1))

and so

Ng(un) — g(ttnsi )I* = {g(n) — 9(Uns1), 9(un) — g{tins1))
< {9(tn-1) — 9(tn), 9(tin) — 9(tn41))
= PN (W1, Yn-1) =~ N(wn, yn)), n(g(tts), g(ttn+1)))
+ b(g(un) — g(un-1), () — pb(g(tin) — 9(tin—1), 9(ttns1))
= (g(tn-1) ~ g(tn), 9(un) — g(tin11) — 2(9(us), 9(tun41))) (2.4.6)
+ (9(tn—1) — g(tun) — P(N (w1, Yn-1) ~ N(Wa, ¥n)), 7(9(ttn), 9(tin41)))
+ pb(g(tin) — glttn-1), 9(tin) — 9(tns1})
< llg(un—1) — g(un) llg(un) — gtnsa) = 1(g(n), 9(unsa))|
+ lg(tn-1) — 9(un) — A(N(wn-1,Yn-1 ~ N(wn, ¥a)) [ 11(g(tn), g{tins1))|l
+ p7lig(tm) — glun-1)lillg(n) — gleens1)il-

Observe that
N9(tn-1) — g(wn) — (N (Wn_1, Y1) — N(wn, )12
= llg(tn-1) ~ g(n)|* ~ 20(N (wr-1,Yn-1) = N{Wa, Yn), §(tin-1) — g{tn))
+ pzllN(w,,_l,yn_l) - N(wm y,,)||2 (247)

< Jlg(ta-1) ~ 9(un)I? — 20(N (Wn-1,n-1) — N (0, ), 9(ttn-1) — 9(tw))
+ P2["N(wu-1, yﬂ'—l) - N(wmyn-l)" + ”N(wm yn—-l) - N(wm yn.) 1”2

Since N is a-g-strongly mixed monotone with respect to T and A, we have

{(N{wn-1,¥n-1) = N(tn, 4a), g(tn-1) — 9(1tm)} > alig(un-1) — g(wa)|*. (2.4.8)
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Since N : H x H -+ H is -Lipschitz continnous in the first argument, and T : H —
CB(H) is v-g-H-Lipschitz continuous, from Algorithm we obtain

"N(wn—h 'yn-l) - -N(wm yn)"
< Bliwn-1 — wnl|

< AL+ D) H (T (1), T(wn) (2.49)
< U1+ Ylg(tn-) — o).

Since N : H x H — H is {-Lipschitz continuous in the second argument, and
A: H — CB(H) is y-g-H-Lipschitz continuous, from Algorithm we get

"N(wfn yﬂ—*l) - N(wm yn)”
< 5"%—1 - yn"
< €1+ DH(A(unr), Alu) (2410

< (1 + 2 lg(un) — o).
Substituting (2.4.8)-(2.4.10) in (2.4.7), we have
lg(tin-1) — 9(1tn) = p(N (w1, yn-1) — N(w,, yu)}|i?
<[t 200+ (14 2V By + €0 lglunc) — g(wn)lP. (241)
Since 7(-, ) is o-strongly monotone and é-Lipschitz continuous, it follows that
lg(un) — 9(wns1) — 7(g(tn), gluns))I?
= lg(un) — g(umr)* ~ 2(g(un) — g(tins1), (9 (tn), g(tns1))) (2.4.12)

+ ||’7(9(Un):9("n+1))"2
< (1-20 +8%))l9(u) — gltnsr)]

Therefore, it follows from (2.4.6), (2.4.11) and (2.4.12) that

lg(tn) = gum4a)}f?
< V120 + 2| |g(tn-1) — g(tn)|llg(ttn) — g(ttns1)]|
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+6/1- 200+ 201+ L1080+ €0lgtuns) - o0 o) — g
+ ovll9(tn) — 9(un-2)1llg(un) — 9(2nir)ll,

and hence
flg(tn) — 9(ttns1) |} < Gallg(tin-1) — g(w) |, (2.4.13)

where

b= 6(tn(p) + p- 5 + (VI= 20+ 5)/5),

ta(p) = /1= 2p + 2201+ 2160 4 gy
Set

8 =3(t(p) +p- } +(V1— 20 +69)/8),

and

t(p) = V1 - 2pa+ p2(By + Lu)?.
Then it is easy to see that t,(p) — t(p) and 8, — & as n — o0o. Note that

7

8<1¢$t(p)+p-5

+2k <1,

where k = (vV1—20 + 82+ 6 — 1)/25.

Now, from the condition (1) we obtain # < 1. Hence there exist a positive
number &, < I and an integer np > 1 such that 8, < 8 < 1,V¥n > ng. Thus, from
Algorithm it follows that {g(u,)} is a Cauchy sequence in H. Since g: H — H is

A-strong monotone, it is known that

Alfttn — tys |l < [lg(tn) = 9wl

and so {u,} is a Cauchy sequence in H. Let u, — @ as n — oo. Note that g is
continuous from the weak topology to the strong topology. Thus, g(u,) — g(%) as

n — 00. On the other hand, since T and A are v-g-H-Lipschitz continuous and



p~g-H-Lipschitz continuous respectively, by Algorithm we have

lon = wniah S (1 =) T (), T(tnr)
1
n+1

(14 7 H(Alt), Altns)

1A

1+

Wlg9(2a) — g(un+1)ll,

IA

fln — a1 “

1+ %H)ﬂllg(un) — g(tin41)|l-

Consequently, {w,,} and {y,} are Cauchy sequences in H. Let w, — @ and gy, = 7

IA

as n — oo. Since w,, € T(uy,), we have
d@,T(@) < @ wnll +d{wn, T(un)) + H(T(un), T(2))
< @ — wall + v]g(un) — g@)l| = 0 (n — o00).
This implies that @ € T'(%). In a similar way, we can prove that i € A(Z).
Now, the recursion in Algorithm is rewritten as the following
(9(uns1) — 9(un), v = gluns1)) + AN (wn, 1), 1(v, 9(tns1)))
09 ), 0) — B(g ), Btma))] 2 0.

Since g(u,) — g(%) as n — oo, we have

Hg(tnt1) — 9(tn), v — g(ttmsa)) < Ng(tins1) — g(undllllv — 9(unsa)] = 0 (n — c0).

On account of Assumption (3), we conclude that

(N (@, 1), (v, 9(@) 2 lmsup(V(@,5),7(v, 9(un 1))
Since N(wp, yn) — N(@0, 7} € H asn — 0o, from the boundedness of {n(v, g(un41))}
it follows that
0 < (N@.7),n(v,g(@)) — limsup(N(@, ), n(v, g(tms1)))
= lminf({N(@,5), 7(v, 9@)) ~ (N(@, ), v, g(tms1)))}
= liminf{{N(,7), n(v, 9(®))) — (N (@ 1), (v, 9(un+1)))
HN(@D,5) — N(wn, yn), (v, 9(tm41)))}
= lminf{{N(@,), n(v, 9(8))) — (N (wn, yn), n(v, g{un+1))}},
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which hence implies that

(N(@,7,1(v,9(2))) 2 limsup(N(wn, yn}, (v, g(tin+1)))-

=0

Furthermore, by the property (i) of b(-,-) and Remark 1, we infer that

15(g(un), 9(ten+1)) — b(g(B), ()|
< [b(9(n), 9(tn+1)) — bg(un), g(@N + 1b(g(un), 9(@)) — b(g(@), 9(@))]
< Mg(en)lllgunss) — g(@ +vligun) — g@llg@)f — 0 (n — o0).

Thus, it is known that b(g(un), 9(un+1)) — b(g(w), 9(7)) and b(g(un), v) — b(g(%), v)

as n — 00. Therefore, we deduce that

0 < limsup{{g(uns1) — 9(tn), v — 9(tine1)) + AN (Wa, ¥n), NV, 9(tn41)))

n—oo

+ p[b(g(un), v) — bg(uz), g(uns1))]}
< o{N(@,7), (v, (%))} + plb(9(B), v) — bg(%), 9(5))],

and so

(N(@,5),n(v, 9(w))) + b(g(B), v) — blg(8),9(z)) 20, VYve H.

This completes the proof.

Remark 2.6 Our results in this paper improve and extend Huang and Deng’s main
resultsi® in the following aspects:

(i) Our probiem (I) is more general than Huang and Deng’s problem;

() Our auziliary problem is more general than Huang and Deng’s auziliary
problem;

(i) Our convergence criteria are very different from Huang and Deng’s ones for
the iterative algorithm. Of course, our results also improve, generalize and modify

Noor’s main resultsl™ .



Chapter 3

Mixed Quasi-Variational-like
Inclusions Problem

§3.1 Introduction

At the beginning in this chapter, it’s necessary to restate some symbols here:

e Suppose B be a reflexive Banach space, B* be the duel space of B and D be
an nonempty subset in B.

e Let u € B*, v € B, and (u,v) be the pairing between B and B”.

e Suppose w* € B*, and let ¢ : B X B — (—00,+00|, T,A : D — B" be
mappingsand N: B*x B*— B*,n: Dx D — B.

We consider the problem of finding u € B such that
(N(Tu, Au) — w*,n(v,u)} + ¢(v,1) — p(u,u) > 0,Vv € D. (3.1.1)

Which is called the mixed quasi-variational-like inclusions problem, we usually de-
note it by MQVLIP.

Special Cases:
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I

II.

II1.

1v.

If the ¢(-,-) is n-subdifferentiable and lower semicontinuous in the first ar-
gument, then problem (3.1.1) reduces to the following variational inclusion
problem: find « € D such that

0 € N(Tu, Au) - w* + Ap(v,u), (3.1.2)

where Ap(v,u) denoted the 7-subdifferential of ¢{.,u) at v for each u € B
([63-65)).

Let K : D — 2% be a set-valued mapping, such that each K(u) is a closed
convex set in B. If for each u € D, (-, u) = I (:) is the indicator function
of K(u), then problem (3.1.1) reduces to the quasi-variational-like inequality
problem: find « € K(u) and

(N(Tu, Au) —w',n(v,u)) >0, Yve€ K(u). (3.1.3)

If g(v,u) = f(v) for all v,u € B, where f : B — (—o00,+00] is a given
function, then problem (3.1.1) reduced to the mixed variational-like inequality
problem:find u € D, such that

(N(Tu, Au) —w*,n(v,u)) + f(v) — f(u) 2 0, (3.1.4)

(3.1.4) and its special cases have been introduced and studied by Ding[65,66],
Chen-Liu [68] and Fang-Huang [69] in Banach space and by Lee-Ansari-Yao
[66] and Ansari-Yao [70] in Hilbert spaces.

If N(Tw, Au) = Tu — Au, for all u € D, then problem (3.1.1) is equivalent to
find v € D, such that

(Tu — Au — w*, n(v,u)) + p(v,u) — e(u,u) >0, YveD, (3-1.5)

which is the strongly nonlinear mixed variational-like inequality. And (3.1.5)
with ¢ = 0 was studied by Noor[71] in Hilbert space which arise naturally in

connection with the minimum of a semi-invex function over a semi-invex sets.
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V. If p(v,u) = g{v) — g(u) for all u,v € D, where g: D — B is a given mapping
and w* = 0, then problem (3.1.1) is equivalent to find u € D, such that

(N(Tus A‘U‘-) - W‘,g(‘U) - g(u)) + (P(U’ u') - ‘P(u’ u) =20, Ve D. (316)

which called the mixed variational inequality problem, introduced by Yao[72]
in Hilbert space and further studied by Ding [67] in Banach space.

Remark 3.1 Different from Ding and Yoo{63], we suggest another auziliary in-
equality for solving MQVLIP (8.1.1) given in the next section, which includes that
auziliary inequality in [63]. And the way we prove the solution existence of our
auziliary problem also differs from theirs.

§3.2 Preliminaries

Definition 3.1 1 Suppose D be a nonempty subset of B, and the operator F :
D — B* i3 said to be:

i monotone if (F(z) — F(y),z—y) 20, Vz,y € D.

il strong-monotone if

Jda >0, st. (F(z)—F(y),z -y) > allz —yl? Vz,y € D.

Definition 3.2 Suppose D be a nonempty subset of B, and 3, L be constants, the
mapsT: D — B*, n: Dx D — B, T is said to be:

i 7 —monotone, if (T(u) — T(v),n(u, 7)) 20, Vu,v € D.

ii n-strong-monotone, if

38> 0, s.t. (T(u) -~ Tw),n(u,»)) 2 Bllu—|? Yu,ve D.



iii Lipschitz continuous, if

AL > 0, s.t. |T(u) - T(v)|| < Liju-v|, Yu,v € D.

Definition 3.3 Suppose D be a nonempiy subset of B, and the maps T,A: D —
B*, N:B*xB*—B*, andn: Dx D — B, and 7y, 02, {, £, & are all constants.

() If301>0, s.t. |[N(u,-)—N(v,")|| < aflu—v|| Yu,v € D, then N(,-) is named
of o1-Lipschitz continuity with respect to the first variable. Similarly, N(-,-)s
oz-Lipschitz continuity with respect to the second variable.

(i) If 3¢ > 0, s.t. [[N(Tu,’) - N(Tv,"}|| > ¢llu — v|® Yu,v € D, then N(-,-)
is named of 7)-strong monotone about map T with { with respect to the first

variable.

(iii) If 3¢ > 0, s.t. (N(Tu, Au) — N(Tv, Av), n{u,v)) > £|[u — v|]? Yu,v € D, then
N(-,-) is named of n-strong- mized- monotone about maps T, A with & with
respect to the first and second variable.

(iv) If30 > 0 s.t. |n(u,v)]| < dllu—vll, Yu,v € D, then n is called 5—Lipschitz

continuous.

Remark 3.2 If N(-,-) is n-strong- monotone about map T with respect to the first
variable, and about map A with respect to the second variable respectively, then it is
1n-mized strong monotone about map T and map A with respect to the first variable

and second variable.

Definition 3.4 The bifunction ¢ : B x B — (—00,+00] i3 said to be skew-
symmetric if p(u, u) + o(v,v) — o(u,v) + o(v,u) > 0, Vu,ve€ H.

Remark 3.3 If the skew-symmetric bifunction ©(-,-) is linear in both arquments,
then p(u,u) >0, Vue H.
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Definition 3.5 Suppose D be a nonempty subset of B, and K : D — R be a
Fréchet differential function, we name K

(i) n — convezr, "'f K(U) - K(u) = (K'(u): ﬂ(u, U)): VU,'U €D.

(ii) n-strongly conves, if

3 constant p > 0, s.t. K(v) — K(u) — (K"(u),n(u,v)) > &|lu—v|?, Vz,y € D.

Lemma 3.1 Suppose D be a nonempty closed convez subset in Hausdorff space X,
®, ¥ : D x D - R satisfying the following conditions,

(i) ¥(z,y) < ®(z,y), Vz,y € D and y(z,2) >0, Yz € D.

(it) ¢(z,y) is upper semicontinuous w.r.t. y, for eachz € D.

(i1i) The set {z € D : ¥(z,y) < 0} is conves, for eachy € D.

(iv) 3 nonempty compact set K C D and zg € K, 5.t.¥(zp,y) < 0, Vy € D\ K.

Then there isj € K, s.t. ®(z,%) >0,V € D.

In order to solve MQVILP, we propose the following auxiliary invariable Inequality:

(K'(w) — K'(&), n(v, w)) + p{ N(T'%, Ad} — w*, (v, w)) — pp(w, w) + pp(v,w) > 0
(3.2.7)

Remark 3.4 If 5(v,w) = v — w, then the above inequality is just the one appeared
in Ding and Yao[63].

§3.3 Solving Auxiliary Variational Inequality

Theorem 3.1 Suppose D be a nonempty closed conver subset in a reflective Banach

space B whose duel space denoted by B*. Let K : D — R be a Fréchet differential
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Junction, which is strongly convex and differential K’ continuous from the weak
topology to the weak topology. Let maps T)A: D — B*, N : B* x B* — B*, and
n:DxD— B. Letw* € B*, and ¢ : Bx B — (—00, +00] be skew-symmetric and
weakly continuous, such that intz € D : p(z,z) < 00 # 0. Assume,

(i) 7 is 6-Lipschitz continuous, and n(z,y) = 1(z, 2) + n(z,y), Vz,y,2 € B.

(ii) the map u — N(T'u, Au) is contiuous from the weak topology on B to the strong
topology on B*.

(iii) the map z — 1(z,y) is continuous from the weak topology on B to the weak
topology on B.

(iv) the map x — @(z,y) is proper conver and lower semicontinuous.

(v) the maps z — (N(T'u, Au) — w*,n(z,y)) and z — (K'(y) — K'(u),n(z,y)) are
both convez, for fized u,y € D and w* € B*.

Then there exists an unique w € D satisfying the auziliary inequality, for fized i,
Yve D.

Proof: Define a function ¥ : D x D - [-00, +o0},

3(3’5’()@ — K'(@),n(z,9)) + p(N(Ti, Ad) — w*,n(z,y)) ~ po(y,y) (3.3.8)
+pp(z,y)

We prove that for the fixed 4 € D, 37 € D satisfying ¥(z, 7) > 0,Vz € D.
Let ®(z,y) = ¥(z,y), by assumption(i) we have 5(z,z) = 0 = ¥(r,z) =0,
which satisfying the condition(i) in the lemma. Since ¢ : B x B — (—00, 400
is weakly continuous, we have that for the fixed 4, ¥(z,y) is upper semicon-
tinuous, Vz € D. Plus by assumption (ii) and (iii),thus ®(z,y) satisfies the
condition (ii) of lemma.
It’s not difficult to verify that z € D : p(z, z) < oo is convex set for each y € D,

satisfying the condition (iii) of lemma.
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Because £ — (z,7) is proper convex, lower semicontinuous such that

int{z € D : p(z,z) < o0} # 0, Let z* € int{z € D : p(z,7) < oo}, we have
(z*, z) is subdifferential at z*, by REF[76]. that is

w(y,z*) — (z*,y) = {v,y — 2*),¥y € 3p(-,z*), and y € B.

By ¢'s skew-symmetry, we have

oy, y) — o(z*,9) 2 oy, z*) ~ o(z*,2*) > {7,y — z*)
= o(z*,y) —o(y,9) < — {7,y — z*) (3.3.9)
=z -y < vl l=* -yl

Then, by K’s n-strongly convexity and 7/s d-lipschitz continuity.

(K'(y) —~ K'(@),n(z*,9))
= (K'(y) — K'(z*),n(=*, 1)) + (K'(z*) — K'(@),n(z*, )} (3.3.10)
< —pllz” -yl + S| K'(z*) — K'(@)]| - llz* — il

and
(N(T4, Ad — w*,n(z*,y)) < |[N(T'd, Ad) — w’|| - 8]|z" — gl (3.3.11)

Hence,

¥{z*,y)
= (K'(y) — K'(@),n(z*, y)) + o(N(Ti, Al — ws,n(z*,y)) — pp(y, ) + po(z*, )
< —pllz* =yl +SIK'(z°) — K'(a)} - |lz* — o
+p||N(Td, Ag) — w*|| - 8llz* — yi| + pllvhillz* — vl
= Jlz* — yll(—pll=* — yll + || K'(z*) — K'(@)]| + p - 8| N(Tis, Ad) — w*{| + pl|7[])
= |lz* =yl - (M — pilz* — y|)
(3.3.12)

where M = §||K'(2*) — K'(@)}} + pl|N(T'4, Ad) — w*|| - § + pllv|.

Let X = {y € D : [ly — z*|| < R}, where R = ¥, Then K is a compact
convex subset. Thus, 3z, = z* € K, s.t. ¥(z,,y) = ¥(z*,y) < 0. Therefore,
37 € K C D, st. ¥(z,§) > 0,Vz € D. Now we claim that the solution 7 is

unique.

Assume there are two different solutions 3, 72, then

(K'(n)—K'(@},n(z", 1)) +p{N(Ti, Ai—w",n(z", 11)) = pe(v1, 11)—p(z*, 1n)
(3.3.13)



(K'(y2)—K'(@), (", 1)) +o(N (TG, Ai—w*, 1(z*, v2)) > po(2, y2)—po(z”, 32)
(3.3.14)

Taking z = 1 in (3.3.13) and z = y; in (3.3.14), we get the following by
adding the above two inequalities,

(K'(11) — K'(12),n(11,12)}) < —p(p(y2. 32) + 0(31, 1) — 0(v1, 1) — 9(v2. 1))

(3.3.15)
Because of ¢'s skew-symmetry and n(z,y) = —7(y, z), (3.3.15) contradicts the
K’s strongly convexity.

Algorithm 3.1

Step 1 n =0, let 4 =y in . There is a unique solution yo by theorem 3.2.
Step 2 n =1, let uy =y, then get .

Step 3 n > 1,let w, = y,—1, then get yp

Step 4 If llun — un-1)l < €, then we stop. Otherwise, return Step 2.

Thus we can have a sequence of u,. we need to prove u,, converges to 1.

§3.4 Convergence Theorem

Theorem 3.2 Suppose D be a nonempty closed convez subset in a reflective Banach
space B whose duel space denoted by B*. Let K : D — R be a Fréchet differential
Junction, which is strongly-convex and its differential K' is continuous from the weak
topology to the weak topology. Let maps T)A: D — B*, N: B* x B* — B*, and
n:DxD— B. Letw* € B*, and p: B x B — (—00,+00)] be skew-symmetric and
weakly continuous, such that int{z € D : p(z,z) < 00} # 0. Assume,
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(i) m is 6-Lipschitz continuous,
(a) n(z,y) = n{z, 2) +7(2,y)Vz,p,2 € B.
(b) the map £ — 7(z,y) is continuous from the weak topology on B to the
weak topology on B.

(ii} the map u — N(Tu, Au) is continuous from the weak fopology on B to the
strong topology on B*.

(iii) the map x — w(z,y) is proper conver and lower semicontinuous.

(iv) N(-,') is n-strong mived monotone about mapps T, A w.r.t the first and second
variable with the constant £, and T, A are L1— and La— Lipschitz continuous

respectively.

(v) N(-,°) is o1-Lipschitz continuous w.r.t. the first variable and oo-Lipschitz con-

tinuous w.r.t. the second variable.

(vi) the maps z — (N(T'u, Av) - w*,19(z,)) and x — (K'(y) — K'(u),n{z,y)) are
both convez, for fixed u,y € D and w* € B*.

Then the mized quasi-variational-like inclusions problem (8.1.1) has a unigque solu-
tion 4. Furthermore, if 0 < p < FOTI?:%@_L‘J)‘“ the sequence {u,} generated by the

algorithm 3.1 converges to 1.

Proof: i Here we don’t want to repeat the proof of the solution existence (see

Ding and Yao[72] pp.861-862).

ii. Suppose 4 is the solution of MQVLIP (3.1.1). Let A : D — (—00, 40},

Aun) = K(i) — K(un) — (K'(1n), 7(8, u)) (3.4.16)

Muni1) = K(8) — K(tn11) = (K (ttna1), 7(i, Uny1)) (34.17)
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By the strongly-convexity of A and theorem 3.1, we have

A(un) — AMuns)

= K(tnq1) + (K’ (ttns1), N8, tpr)) — K (1) — (K" (), n(i, ua))

= K(tn41) — K (tn) — (K" (tn), 1{ttns1, un)) + (K" (1), 7(&, uri1))
—{K'(tn), N((10), ¥a)} + (K'(tn), n(tn+1,un))

= K(tin41) — K(ta) — {K'(t), N(tns1, tn)) + (K (tns1), 7, tns1))
H{K' (tn), (tns1, 1)}

> Ellunss — wal® + (K (tn41), (8, Uns1)} + (K (), 7(tn 1, 4))

= £l i1 — unll® + (K (tny1) — K'(un), (i, Uny1))

2 Elftinss — un|]? + N (Tun, Auy) — w°, (tnt1, ) + PP(Unsts Uns1)
—P(F‘('&,un+1).

By s skew-symmetry, we have

P(tns1, Uns1) — @l Uns1) 2 P(Un+1, 1) — (@, 4). (3.4.18)

Since @ is the solution of MQVLIP, we have
(N(T4, Ad) — w*,n(v, @)} + p(v, @) — p(i,4) > 0
Taking v = tp41, we get

(N(Td, AT) — 0", {tns1, 8)) + Plnsr, 8) — 06, 8) 20 (3.419)

Thus,

(N(Tun, Aup) — w*, 1(tn41, B} + @(Uns1, Una1) = (&, unsa)

= (N(Tttn, Atn) — N(Tii, At), Nt 41, B)) + P(tns1, Ung1) — 9(G, Unsr)
+<N(Tﬁ's A'&') - w‘, n(un+1’ &))

> (N (Tun, Aup) — N(T@, A), 7(tn41, ) + (N(T4, AG) — w*, n{tinsr, &)
+o(tiny1, @) — {8, 1)

> (N(Tun, Au,) — N(Td, Az), n(uns1,4))-

Then we obtain

Ain)~A(ns) > &m0l oV (T, Atin) N (T, AG), (e, ).
(3.4.20)
By assumption (i), {(iv) and (v),

(N(Tﬂn, Auﬂ) - N(Tﬁ: Aﬁ): n(uﬂ+l 1 un))
S N (Tun, Auy) — N(T@, Ad)]| - |In(uns1, wn) (3.4.21)
< oaLa|lun — &l - 8| (tnsr, un)|
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And

(N(Tun, At) — N(Tit, AGQ), 9(ttny1,tn)) < 01L1 |ty — &lf - SI(ttms1, )]
(3.4.22)

By assumption (iv),
(N(Tun, Ad) — N(T@, AG), funss, tn)) 2 € flua — @2 (3.4.23)

Hence, we derive that

(N(Tun, Aun) — N(T, Ad), n(tns1, 0))

= (N(T'n, Atin) — N(T'0s, AQ), (ttn 41, tn) + 7(ttns1, B))

= (N(Tu,,, Aun) - N(Tﬁ': A’&), 71(“n+1, uﬂ))
+(N(Tun1 Au‘n) - N(Tﬁ1 Aﬁ)’ n(un+ls ﬁ))

= (N(Tup, Aun) = N(Tun, AG), 9(tns1, tn))
+{N(Tup, Ad) — N(Tt, At), (41, Un))
+(N(Tun, Au,) — N(T'd, AG), n{tn, @)

2 —03L20 - |lun — Bl - [lung1 — tnll — 01 L18 - JJum — &|| - [fttng1 — tan|
+& - Jlun — aff?

Furthermore,

A(un) — Altnsa)
2 Gllunts — wnll? — 02L26 - Jlun — Gl - imy1 — un
~01L8 - [t — ] [tz = e + € —

> (pg — EELitoal g, g2,
Since 0 < p < f’ijécm_Lﬂ” {A(»,)} is nonnegative and decreasing.
Hence we have {A(un) — A(un41)} — 0, which means |[u, — 4] — 0.
Therefore the sequence {u,} converges to i, which is the solution of
MQVLIP.

Remark 3.5 The conditions in above theorem 3.2 here are very different from Ding

and Yao’s therorem 4.1 in [63], for example, the range of p.
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Chapter 4

Generalized Mixed Implicit
Quasi-n-Variational Inequalities

§4.1 Introduction

Suppose H be a real Hilbert space with inner product (-,-) and norm || - ||. Let
- R denote the set of all reals, ie. R = (—00,400), and CB(H) be the family
of all nonempty bounded closed subset of H. Suppose single-valued maps N,n:
HxH —+ Hand g: H— H, and set-valued maps T, A : H — CB(H). Here
we consider the following generalized mixed implicit quasi-n-variational inequality
problem: Determine = € H,u € T'(z), v € A(z), satisfying g(x) € K(z),

(N(u,v). n(y, 9(2)) = b(g(x), g(z)) - blo(z),y), Vye K(z), (4.1.1)

where K is a set-valued mapping: H — 2% and K(z) is & nonempty closed convex
subset of g(H), and b: H x H — RU {+00}, satisfying:

1. b(z,y) is linear in z;
2. b(z,y)} is convex in y;
3 3y > O,such that b(z, y) < |||l - jiyl,

4. Vz,y,z€ H, b(I, y) - b(zx Z) < b(ﬂ&',y - Z).
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Remark 4.1 1. If n(y,9(z)) = h(y — g(z)) in (4.1.1), then above problem is
called generalized mized implicit quasi-h-variational tnequalities, appeared in
Luo[78];

2. If without the request of g(z) € K(z) and restriction of y € K(z), then
the probiem ({.1.1) is the generalized sef-valued strongly nonlinear mized
varaitional-like inequality, which we studied in Chapter 3.

3. If g= I in above case, the problem is reduced to the form

Determine x € H,u € T(z),v € A(z), satisfying
(N(U,’U),ﬂ(’ys ﬂ:)) 2 b(z,:x:) - b(a:,y) v y € H‘!

called general strongly nonlinear mized varaitional-like inequality, introduced
by Noor{¥1] under assumptions that T and A are set-valued maps and later
studied by Huang and Deng[54].

Remark 4.2 The restriction of y € K(z) in problem (§.1.1) is necessary in many
applications (see {101]). And K(z) often has such forms asm(z)+ K, Yz € H,

where m is a single mapping: H — H, and K is the closed convez subset of H.

We suggest the following modified auxiliary inequality to solve the generalized
mixed implicit quasi-n-variational inequality problem (4.1.1): for a fixed x € H,u €
T(z),v € A(z), determine w = w(z,u,v) and g(w) € K(z), satisfying

(9(w) — 9(2), 7(y, 9(w)) 2 ~p(N(u,v),n(y, 9(w))) + pb(g(), g(w))

—pb(g(z)y), VyeK(z). (12

which called auxiliary problem.

Remark 4.3 If n(y,g(w)) = h{y — g(w)) in (4.1.2), then the above auziliary in-
equality is just the auziliary inequality in Luo's [78].
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§4.2 Preliminaries

Assumption 4.1 n(z,y) : H x H — H, satisfying:

Lz, y) = —n(y, z);

2. n is 7—Lipschitz, 31 > 0, such that |jn(z,y)|| < rjlz — yli;

8. n is a—monotone, 30 > 0, such that (n(z,y),z — y) 2 ol|z — y|I?;

4- 1 is Lipschitz continuous in y, |In(z,y1) — 9(z, 1) < L - ||zl - llsn = 1ll;

5. 1% for each x € H, f(y,u) = (z — u,n(y,u)) is O-diagonally quasi-concave
in y, which means for any finite set {t1,---,9,} C H and v = 3, s with
A2 0and % = 15, 3ef (4 ) SO.

Example 4.1:
It’s not difficult to verify that 7(z,y) = = — y satisfies above assumptions (1) -
(5).

Definition 4.1 (see [61],/80]) N : H x H — H is said to be:

1. a—Lipschitz continuous in the first argument, if there exists a constant a > 0,

such that |N(u, ) — N(v, )| < aflu—ol;

2. B—Lipschitz continuous in the second argument, if there exists a constant 8 >
0, such that | N(-,u) — N(-,v)|| £ Bllu — 1.

3. §—g—strongly monotone, if there exists a constant § > 0, such that (N(wy,-)—

N(wz,-),9(w1) = g(uz)} 2 8llg(w) — g(wa)|| for w1, uz € H,wy € T(wy),w; €
T(us), where T : H — CB(H).

We introduce the following Lemma in order to prove the solution existence of
auxiliary problem (4.1.2) based on the theory of KKM theorem.
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Lemma 4.1 (3eef77]) Let D be a nonempty conver subset of a topological vector
space and 1 : D x D — [—o0, +0c0)] satisfying:

1. for each u € D,u — ¢¥(v,u) is lower semicontinuous on each nonempty com-

pact subset of D;

2. for each nonempty finite set {v1,---,1%2} C D and for eachu =31 Awi(hi >
0, 3 X = 1), mimgscn P(vi, 1) <90;

3. there exits a nonempty compact conves subset Dy of D and a nonempty com-
pact subset K of D, such that for each u € D\K, there is a v € co(Do U {u})
with ¥(v,u) > 0.

Then there ezists a point @ € K, such that ¥(v,%) <0 for allv e D.

Lemma 4.2 Nadler’s theorem!®® Let X be a complete metric space, T : X -
CB(H) be a set-valued map, then for any given € > 0 and any given z,y € X,u €
T(z) there ezists v € T(y) such that D(u,v) < (1 + €)d(T(z), T(y)), where d(-,) is
the metric on X ond D(:,-) denote the Hausdorff metric on CB(X) defined by
D(A, B) = max { sup, g d(z, B),sup,c, d(A, 1)}, V A, B € CB(X).

§4.3 Auxiliary Problem and Algorithm

Lemma 4.3 Suppose K : H — 2% such that for each x € H, K(z) is a nonempty
closed convez subset of g(H), where g is a single-valued map : H — H. Let T, A
: H — CB(H) be set-valued maps , and N : HXH — H,n: H — H be single-valued
maps satisfying Assumption 4.1 andb: H x H — RU{+co}, satisfiring ¥'s condition
(3) and (4). Then auziliary problem (4.1.2) has @ unique solution w = w(z,u,v) for
any fied z € H,u € T(x),v € A(z) and g(w) € K(z) satisfying (4.1.2) is unique.



Proof: Define a function f: K(z) x K(z) — RU {400} by

fly, g(w))
= {g(z} — pN (1, v) — g(w), n(y, g(w))} (43.1)
+pb(g(z), 9(w)) + pb(g(x), )  Vv,9(w) € K(z)

for a given constant p > 0 and given z € H,u € T(z),v € A(z).

Since b satisfying b’s conditions (3) and (4) and 7 is Lipschitz continuous in the
second argument, g(w) — f(y, g(w)) is semi-continuous on K(z).

We claim that f(y, g(w)) satisfies the condition (2) of lemma 4.1, Otherwise, there
exists a finite set {1, -, ¥} C K(2), and wg € H, g(wn) = Y7 ; M¥i, Such that
f (i, 9(wo)) > 0. That is

(g(z} = pN(u,v) — g(wo), n(41, 9(wo))} + Pb(9(z), g(wo)) — p(g(z), ) > 0. (4.3.2)

Then

2 Xilg(@) =N (u,v) —g(wo), nlai, 9(wo)))+ 3 Mi(ob(g(2), 9(wo)) = plo(z), 13)) > 0.

i=1
By the convex of b, we get Y ;_; Ai{g(z) — pN(u,v) — glwo), 7{%:, 9{wo))) > 0.
Thus 352, Xi(g(z) — pN (u,v) — g(wo), (¥, 9(wp))) > 0, which contradicts the As-
sumption 4.1 {5) of 7.

Let M = 3(rllg(z) — pN (u,v) — g(@)}} + 16}lg(2)])}, and
D = {g(w) € K(z) : |lg(w) — 9@)|| < M}, for a fixed point & € H and § = g(@) €
K(z). Obviously, D and Dy = {7} = {g(@)} C K(z) are both weakly compact
convex sets. For each g(w) € K(z)\D, there exists § = g(@) € co{Dp U g(w)},
satisfying:

F(@9w)) = flg(@),9(w))

(9(x) — pN (u,v) — g(w), n(9(D))} + pb(g(z, g(w))) — pb(g(z), 9(@})
{9(@) - 9(w), nlg(@), g(w))) + {g(z) — pN(u,v) — g(@), n{g(@), g{w))
+ob(g(z, 9(w))) — pblg(z), 9{(@)).

Since (g(@) — g(w), n(9(®), 9(w))) 2 ollg(@) — g(w)}f* by 7 s—monotone, and

(9(z) — pN(u,v) — g(@), n(9(@), g{w)))
< lig{z) — pN (v, v} — g(@)]i - lIn{9(@), g(w))]|
< llg(z) — pN(u,v) — g(@)li7)g(@) — g(w)]l
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by 78 — r—Lipschitz continnity. On the other hand,

polg(z, 9(w))) — pb(g(2), 9(@)) < pyllg(D)l - llo(w) — g(@))

by ¥'s continuity in the second argument.
Thus we have

f(@,9())

> olig(@) — g(w)II* - llg(z) ~ pN(u,v) — g(@)}7llg(w) — ¢(@)|]
= gg(@) — g(wWHl(ellg(@) ~ g(wll — Tlig(z) — pN (u,v) — g(@)|| — p7]lg(z)]])
> U

By Lemma 4.1, there exists @ € H, g(&) € K(z) such that f(y, g(&)) <0.

Now we prove the uniqueness of g{&). Suppose wy, v, are two solution of auxiliary
problem (4.1.2) with w; # as.

(g(w1),n(y,9(w1))) 2 (g(z), 0y, g(w1))} ~ p(N (u,v), n(y, g(w1)))

+pb(g(z), 9(wn)) — Pb(g(z), y)- (4.3.3)
{(g(wz), n(y, 9(w2))) 2

2 (g(=),n(y, 9(w2))) — p(N (u, v), n(y, g{w2)) (@3.4)
+pb(g(z), g(wa)) — pb{g(z), ). -

Note that n(z,y) = —n(y,z), and replace y by g(w2 in (4.3.3) and y by g(un) in
(4.3.4), then add these inequalities, we obtain (g(w)) — g(ws), m(g(wy), g(ws))) < 0,
which contradicts the Assumption 4.1 (2) of 5.

Using lemma 4.3, we can establish the following iterative algorithm in order to
solve the problem (4.1.1).

Algorithm 4.1

Step 1 For given 19 € H,uy € T(xo),v € A(zo), there emist 2, = w(zo, ug,10), and a
unique g(z;) € K{zy) by lemms 4.3, such that

(9(z1), 1y, 9(z1))) = (9(=0), 7(y, g(z1))} — p{N(uo, vo), 7(y, g(z1)))

+pb(g(0), g(21)) ~ pb(g(za),y) ¥ 4 € K (z0).
By lemma 4.2 Nadler’s theorem, 3 u, € T(z,), s.t.

s — woll < (1 + 1) D(T(20), T(z1)), and

Io; € Az1), st Jur — wll < (1+ 1)D(A(zo), Alz));
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Step 2 Let zp, = w(xn-lvun—h”n—l)ith € T(.’.U"), U, € A(xn); there exists
Znt1,W(Tn, Un, Un), g(Ta + 1) € K(z,) by lemma 4.3, such that

(9(Zn41), (%, 9(Tns1))) 2= (9(zn)s (Y, 9(Zn41))) — PN (tin, ), My, §(Trns1)))
+pb(g(mn)! 9(3n+1)) - pb(g(zﬂ),y) v vE K(mn)'

By Nadler’s theorem, we have:
1
Funs1 € T(Tpa), ftmsr — uall < (1 + H—n)D(T(%):T(an))
1
Fvper € A(Im—l), "‘Un+1 - ‘Un" < (1 + m)D(A(::,,), A($n+1));

Step 3 For given € > 0, if [|9(zn) — g(Zas1)]| < €, we stop. Otherwise, we return to
Step 2.

§4.4 [Existence and Convergence Theorem

Based on Lemma 4.3 and above Algorithm 4.1, we propose the following convergence

theorem.

Theorem 4.1 Let g: H — H, and K : H — 2¥ such that for each z €,K(z) is
a nonempty closed convex subset of g(H). Let T,A: H - CB(H) arep—g-H
and v — g — H—Lipachitz continuous. Let N : H x H — H be a— and (-Lipschitz
continuous in the first and second argument respectively. Let n: H — H satisfying
Assumption 4.1 in the section 4.2 and b : H x H — R x {+oo} satisfying /s (3)
and (4). Suppose p > 0 such that k = %(r- V1=2p6 + p2(ap + Br)? + py) < 1.

Then there erists 2 € H,u € T(I) and v € A(T) satisfying (4.1.1) and

{9(za)}, {un}, {vn} which are generated by the Algorithm 4.1 converge strongly to
{9(z}, {i}, {5} respectively.

Proof: Suppose w, = w(Zn, Un,Vn), s € T(Tn),vn € A(x,), by the Algorithm

4.1, we have

{gwn)s (g, 9(wn))) 2 (9(za), n(y, g(wn))) — PN (26, va), 1, (wn)))
+Pb(9(zn)’9(wn)) - Pb(g(xn)’ y)
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(9(wni1), 1Y, g(Wnt1))) 2 {9(Znt1), 7Y, 9(wns1))} — AN (Uns1, Unta), 1Y, 9(Wns1)))

+Pb(g(5n+1)a g(wn+1)) - pb(g($n+1)r y)
(4.4.2)

Substitute g{wn1) for y in (4.4.1) and g(w,) for y in (4.4.2), we obtain

(g(wn), g(wns1), g(wn)))
> {9(Tn), M(g(Wnt1), 9(wn))) — p{N(un, v), 7(g(wn 1), 9(wn))) (4.4.3)
+pb(g($n)) g(wn)) - pb(g(xﬂ)v g(wn+1))

and

(g(wn+1)! q(g(wﬂ)s Q(Wn+1)))
> {9(zn+1), M9 (wn), 9(Wn 1))} — AN (tns1, Unsa), N{g{wn), gwns1)))  (44.4)
+05(g(znt1), 9(wns1)) — PB(G(Tn+1), g(wn))

Add (4.4.3) and (4.4.4), we get
(9(wn+1) — g(wa), (9(wr), g(wn1)))
b (g(xn) - g(In+1)s ??(Q(wrm), g(wn))) (445)

_p(N(u!H-lr vn+1) - N(um vﬂ)s ﬂ(g(wn), g(wn+1)))
+05(9(zn) — 9(Tnt1), g(wn)) + PE(9(Tn+1) — 9(Zn), g(wn+1))

Note that T, = wp_1,Tns1 = wh, and using 7’s Assumption 4.1 (1), we get the
following from (4.4.5)

{9{wns1) — 9(wn), (9(wWnt1), 9(wn))

< {9(wn—1) = 9(wn), 7(9(wa), 9(wn1))) (4.4.6)

+p(N (tnt1,Vn41) = N(tn, 1), 1(9(wn), 9(wn41)))
+0b(g(wn) — 9(wn-1), 9(wn)} + Pb(9(wWn-1) ~ 9(wn), 9(wn+1))

Since

"N(uﬂ+1: Un+1) - N(um Uﬂ)"2
< 1N (Unt1, Vner) = N (tn, Vo I? + [| N (2, vnsr) = N(tn, va) |2 (44.7)
< (@llenir — vall)? + (Bllvnsr ~ vnll)?

by N’s a, B-Lipschitz continuous in the first and second argument and Nadler’s

theorem,
"un+1 - uu" < (], + ﬂl-_ﬁ)D(T(‘r")’ T($n+1))
< (14 yg)ele(En) — glzni)l (448)
= (1+ ﬂl:‘ﬁ)ﬂllg(wn-—l) — g{wn)l
fonss = vall € (14 1o53) D(Aa), A@ns))
< (14 45)7M9(zn) = 9(@ni) (4.49)

(1 + m)ullg(“"n-l) - g('-‘-’n)"
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‘We obtain

IV (1) Ungr) — N, vn)fi* < (aflunss — ‘“-n")z + (Bllvner — 'Un”)2

< (et + T+ B+ TP lg@nn1) - gwn)l? (4.410)

By N’s § — g—strongly monotone,

(N (vnt1,Un+1) = N(un, vn); 9lwn) — g(wns1)) 2 Ollglwn) — glwnsa)?  (44.11)

By (4.4.7)-(4.4.11),

fo(N(ttns2, Unt1) — N(tp, vn)) — (glws) ~ 9(%—1))"2

= PN (Uns1, nt1) = N, )% = 20(N (tns 1, Vg1

—N (ttn, vn), 9(wn) = 9(wn-1)) + |9(wn) — 9wn-1) I

< P(L+ 35 (ep + Pr)?llg(wna) — glwn)l?
_2p6"g(wn) - g(“’n—l)llz + ”g(wn) - g(“"ﬂs—l)“2

= (Pt + 35 o+ Br) — 206 + 1)g(wn-1) ~ g(wn)li?

That is

100N (1, Pn41) = N(tn, 02)) = (9(@n) = 9(imsa)
1< /1= 208+ 21+ L5 2(op + B llg(wn-1) — gl

Using 7/'s 7-Lipschitz continuity we obtain

(4.4.12)

(PN (unt1, Vas1) = N(ttn, va)) ~ (9{wn) — 9(wn41)), 1(9(wn), g{wns1)))
< Ho(N (Unt1, vas1) — N(up, va)) = (9(wh) — glwni))] - In(g(wn), 9(wnir)))

< 1208 + 21 + 1520 + Br)2ll(n-1) = g@a)ll - Tg(wn) ~ 9(wnp)]

By ¥/s (3) and (4)

b(g(w —1) - g(wn): g(wn)) + b(g(wn) - g{wﬂ—l)tg(wﬂ-f'l))
< b(g(wn) - g(wn—-l):g(wn+1) - g(wn))
< YMglwn) — glwn-1)ll - llglwns1) — glwa)ll

And (g(wn+1) — 9(wn), 1(9(wn), 9(wn41))) 2 ollg(wnsa) = glwa)I.
Then, (4.4.6) can be changed as the following,

ollglwnia) — glwn)lI? < {g(wn41) — g(wn),n(g(w,,+1),g(wn)))
< /1= 268 + (1 + 1520w + BrPlg(wn-) — glwn)ll - Tllg(wn) ~ glwns)
+07)19(wn) — 9(wn-1)]| - 19(wns1) = 9lwa)l
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Therefor,

)2+ BP9 1) 9]
(4.4.13)

(i) =0l < 2 (41— 206 + (1 +

Then, let k(n) = 2(7 - /1~ 26 + p2(1 + L5 2(cp + B + p),
we have lim, k(n) = %('r -1 =206+ pPap+Pri¥+py) =k < 1.
S0 [lg(wn+1} — g(wn)l] < k - lg(wn-1) — glwn)|, which implies {g(zn+1)} = {g{wa}}
is a Cauchy sequence. Then 3 Z € H, we have {g(z,)} — ¢(Z). By (4.4.8) and

(4.4.9), {un}, {v.} are also Cauchy sequences, and 3 % and ¥ such that u, — 4 and
Up-— 7, respectively.

Note that u, € T(z,), we have

d(@, T(2)} < [[a~unll+d(un, T(za)}+D(T(z4), T(7)) < l|la—vall+ullg(za)—g(Z)]| — 0.

Hence, @ € T(Z), similarly, # € A(Z). Suppose @ = w(Z,4,7) is the solution of
problem (4.1.1), and g(z) € K(Z) C g(H) is unique to
(9(@) — 9(2),n(y, 9(@))) > —p(N (4, 7),1(y, 9())} + pb(9(Z), 9(@)) — pb(4(2), )
Vye K(z)
Finally, we prove g(&w) = g(Z). Taking & = wn41,% = Zn41, & = Ups1, T = Upqy iD
(4.4.5), we obtain
(9(@) = glwn), n(g(wn), 9(@)))

2 {g(zn) ~ 9(2), 1(9(@), g(wn))} — p(N(&, T) — N(un,vn), n{g{wn), 9(@)}}
+0b(g(zn) — 9(Z), g(wn)) + Pb(9(Z) — 9(z4), 9(@))

Using the similar way as (4.4.13),
l9(@) — gy

< Lir - T 200)9(@n) — 9@+ Pl — wnll + B0 — Tal])?
+o07 - lg(z,) — 9(2)|])

50 g(ZTn+1) = g(ws) — ¢(@) and g(z.) — g(Z), it follows g(@) — g(z) and g(z) €
K(Z). Therefore,

(N(a,9),n(y, 9(£))) 2 blg(Z), 9(2))-b(9(2),y) Vy € K(z),z € H,a € T(z),7 € Az),
and g(z) € K(z). We complete the proof of convergence theorem.
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Chapter 5

A Self-adaptive Iterative Method
with Errors for Solving General
Mixed Quasi-variational
Inequalities

§5.1 Introduction

Suppose H be a real Hilbert space with inner product (-,-) and norm || - ||. Let
K be a closed convex set in H and T,9 : H — H be nonlinear operators. Let
@(,-) : Hx H - RU {400} be a bifunction continuous with respect to both
arguments. We consider the problem of finding u € H such that

< Tu,g(v) — g(u) > +p(g(v), g(u)) ~ p(9(u),g(u)) 20,V g(v) € H, (5.1.1)

which is called the general mixed quasi-variational inequality. If the bifunction (-, -)
is proper, convex, and lower semicontinuous with respect to the first argument, then

the problem (5.1.1) is equivalent to finding 4 € H such that

0 € Tu + Bp(g(v), g(u)), (5.1.2)

which is known as a set-valued quasi-variational inclusion problem where
d¢(-,g(v)) : H — 2% i8 a maximal monotone operator. This problem has been

studied extensively in recent years, see (83].
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Special cases
1. For g = I, the identity operator, the problem (5.1.1) reduced to
< Tu,v—u> +p(v,u) —p(u,u) >0,Yv e H, (5.1.3)
which is called the mixed quasi-variational inequality.

2. If p(u, v} = p(v)Vv € H, then the problem (5.1.1) is equivalent to find u € H
such that

< Tu,g(v) — g(u) > +e(g(v)) — ¢(g(w)) 2O,YveH, . (514)
which is called the general variational inequality.

3. If (-) is the indicator function of a closed subset K € H, that is,

0, ifue K,
+00, otherwise,

plu) = {
then the above problem (5.1.4) is equivalent to find 4 € H, g(u) € K such hat
< Tu,g(v) - g(u) >> 0,V g(v) € H, (5.1.5)
which is known as the general variational inequality (see [40, 42]).
4. If g = I in (5.1.4), then it became the corresponding classical variational
inequality.

From above examples it is clear that for appropriate choice of the operator T, g
and the bifunction ¢, a pumber of known variational inequalities can be contained
as special cases of the mixed quasi-variational inequality (see [18, 41, 43, 56, 59, 61,
63, 78, 79, 80, 81, 82)). It is well known that there now exists a variety of techniques
including projection method and its variant forms, auxiliary principle and resolvent
equations to suggest and analyze various iterative algorithms for solving variational

inequalities and related optimization problems. Moreover, it is also known that
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the projection method and its variant forms cannot be extended for mixed quasi-
variational inequalities due to the presence of the bifunction ¢. However, if the
bifunction ¢ is proper, convex and lower semicontinuous with respect to the first ar-
gument, then it has been shown in [43] that mixed quasi-variational inequalities are
equivalent to some fixed-point problems. Recently, utilizing the alternative equiv-
alent formulation between mixed quasi-variational inequalities and implicit fixed-
point problems, Noor ([49]) proposed the following —predictor-corrector iterative
method for solving problem (5.1.1) and proved its convergence in finite-dimension

Hilbert space H.
Algorithm 5.1 149
Step 1 (Predictor Step) Compute

9(Un) = Jpwn) [9(ttn) ~ puTu,},n = 0,1,2,... (5.1.6)
where p, (prediction) satisfies
Prl(Ttin — Tg™* T j(un)[9(yn) = PnT¥ml, Run) < ol| R(un)||?, 0 € (0,1)
(5.1.7)

Step 2 (Correct Step) Compute
9(tns1) = 9{ttn) — and(u,),n =0,1,2,... (5.1.8)

where d(un) = R(tn) + paTJpun)[9(m) = paT ], @ = BmdB0a),
R(un) = g(un) — pTun + pT9  Jp(an),

Tgtumy = (I + pndep(-, g{un)))

and D(up) = R(ttn) = Tt + uT9  pun)-

Theorem 5.1 (Theorem 3.3 in [{9]) Let & € H be a solution of problem (5.1.1)
and uyy; be the approrimate solution obtained from Algorithm 5.1. If H is a finite-

dimension space , then lim, 1, = 1.
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§5.2 Preliminaries

We assume
e H is a real Hilbert space.
¢ g is homeomorphism on H, i.e. g is bijective, continuous and ¢g~! continuous.
e T is continuous and g-pseudomonotone operator on H.

e o(-,-) is a bifunction H x H — RU {+0co}, which is not only skew-symmetric
and continuous with respect to both arguments, but also proper, convex and
lower semicontinuous with respect to the first argument as well.

o The solution set of problem (5.1.1) deroted by .

Definition 5.1 The operator T : H x H — H 1is said to be:

i g—monotone if
(Tu — T, g(u) — g(v)) 2 0 Vu,v € H.

ii g—pseudomonoione if

(Tu, g(v) — g(u)} = 0= (T, g(u) — g(v)) <O Vu,v € H.

Remark 5.1 If g = I, the identity operator, then the concepts of g-monotonicity
and g-pseudomonotoncity reduce to the usual monotonicity and pseudomonotonicity,
respectively. It is well known (see 18]} that monotonicity implies pseudomonotonic-
ity, but the converse is not true. This shows that pseudomonotonicity is a weaker

condition than monotonicity.

Definition 5.2 The bifunction y(-,-) is said to be skew-symmetric if
o(u, u) + pv,v) ~ o(u,v) + p(v,u) >0, Yu,ve H.

Remark 5.2 Clearly if the skew-symmetric bifunction p(-,-) is linear in both argu-
ments, then p(u,u) >0, Vu € H.



Definition 5.3 Let A be a mazimal monotone operator. Then the resolvent operator
associated with A is defined as J4{u) = (I + pA) W u) Vu € H where p > 0 5 ¢
constant and I is the identity operator.

Remark 5.3 49 Let o(.,-) : H x H = RU {+00} be a bifunction. If for every
u € H, ¢(-,u) : H— RU {+o00} is proper, convez and lower semicontinuous, then
the subdifferential dp(-,u) : H x H — 2 is marimal monotone and its resolvent

is defined by Jow) = (I + pBp(-,u))™ = (I + pBp(u))~, where 8p(u) = dp(-, u)
unless otherwise specified.

Lemma 5.1 (/84] p953, Lem2.1) For a given u € H, z € H satisfies the inequality
(u—z,v—u)+ pp(v,u) — po(u,u) 20 VveH, (5.2.1)
If and only if u = J,(u) where J (u) is resolvent operator and p > 0 is a constant.

Lemma 5.2 4 Let ¢(.,-) : H x H = RU {400} be a bifunction, and g: H — H
be a homeomorphism. If for every fized u € H, p(-,u) : H = RU {+o0} is proper,

convez and lower semicontinuous, then the following statememts are equivalent,
i u e H is o solution of problem (5.1.1);
ii u € H satisfies the equation
0 € T(u) + 8p(g9(u), 9(u)); (5.2.2)
ili u € H satisfies the relation
g(u) = Jy(u)lg(u) - pTu), p >0, (5.2.3)
where Jy = Jawy = (I + pudyp(-, g(u)}) .

Lemma 5.3 (/85], p.303) Suppose {a,} and {b,} be two sequences of nonnegative
real numbers sotisfying the inequality anyy < an+ b5, Yo > 1. IfY o | by, < 00, then
lim,_ 0, ezists.



Remark 5.4 According to Noor( [49], P. 128 ), we rewrite (2.3) in below form:

9{1) = Ja(u)lg(w)~oTuls
g(w) = J@(u)la(r)—ﬂfvlf
9(¥) = Ja)lo(w)-pTu)-

§5.3 Algorithm

In order to solve the problem (5.1.1), we propose the following algorithm:
Given € > 0,7 € [1,2),2 € (0,1),p > 0,6 € (0,1),5 € (0,1), and %y € H, compute

the approximate solution u,,, by the following iterative scheme.

Algorithm 5.2

Step 1 Set p, = p. If | Ru]| < ¢, then stop.
Otherwise, find the smallest non-negative integer k,, 8.t. po = pu*® satisfying
I Za(ll < 6l|Rnll, where
Ln = L{ttn; pn) = pu(Tten — T9 ™ (Jp(un)(9(un) ~ pnTun))),
Jotun) = (I + prde(-, 9(un))) ™,
B = g(un) — Jp(un)(9(tin) = paTttm).

Step 2 Compute a,, = %ﬂ‘—i";z, where d, = d(ug, pn) = Rp — Ly,.
Step 3 Compute ¢(line1) = g(tn) — randy.

Step 4 Select two relazation parameters B,,y, € [0,1], with B, + v, < 1. Compute
9uns1) = (1 = B — %)9(tns1) + Brg(tiz) + Ynen

where e, 18 an error sequence in H introduced to toke into account possible

tnezact computation.

Step 5 If | Lajl < dol|Rn||, then set (p= "’f), else p = pp.

Set n:=n+1 and return step 1.



§5.4 Convergence Theorem

Lemma 5.4 If @ i3 a solution of (5.1.1), then
(9(u) - 9(@}, (v, p)) 2 (R(u,p), d(u, p)),YVu € Hyand p>0

where d(u, p) = R(u, p) — L{u, p) end R(u, p) = g(v) — Jpw)(g{u) — pTw)),
L(u, p) = p(Tu — Tg™ Jpy(g(u) — pTu)) .

Proof: For any % € {2, we have

(T, 9(v) — g() + pe(9(v), 9(8)) - p(g(@), 9(a)) =0  * (5.4.1)

Taking g(v) = Jz(g(u) — pTu) in (5.4.1), also note g’s homeomorphism, we
obtain
(pg ™" J5(g(u) — pT'u), Jp(g(u) — pTw)) — 9(@)) + po(Ja(g(u) — pTu), 9())

—pp(g(a),9(a@) = 0
(5.4.2)

Substitute z = g(u) — pTu and v = g(&) in (5.2.1), and by the definition of
R(u, p), we get
(R(u, p) — pTu, J5(g(u) = pTu) — 9(@)) + pp(g(a), J5(g(u) — pTw))

—pp(Jp(g(u) — pTu), J5(g(u) — pTu)) > 0
(5.4.3)

Adding (5.4.2) and (5.4.3), and by ¢'s skew-symmetry,
(R(u, p) — p(Tu — Tg~ J5(9(x) — pTu))), J5(9(x) — pTu) — () > 0

= (d('u” P), g('u,) - g(ﬁ) - R(u, N >0
(5.4.4)

Then we get the conclusion.

Lemma 5.5 If u is not a solution of (5.1.1), then there erists § € (0,1), and
1>2e>0, s.t

NL(u, )l < 81l B(u, p)ll, Vo € (0,¢) (5-4.5)
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Proof: Suppose (5.4.5) is not true, i.e. |IL{u, p)|| > 6||R(x, p)||
Thatis, p||Tu —Tg  Jpmy(g(u) — pTw)]| > 8l|R(w, o)l VYp >0

Since T is continuous, we have
T(g7 Vo) (g(u) — pTu)) — Tu, as p—s 0.

Hence, 02 lim, o 28%%2 > §)|R(y, 1)] while taking the limit in the above
inequality. = | R(u, 1)} = 0 contradicts the assumption.

Corollary 5.1 If u is a solution of (5.1.1), then

(R{u, p), d(u, )} > (1 ~ 6)l| R(x, p)II*.

Corollary 5.2 If u is a solution of (5.1.1), then

(9(u) — g(a)) 2 (R(u,p).d(y, p)) > (1 - §)|| R(u, p))I*. (5.4.6)

Based on above lemmas and Algorithm 5.2, we have below convergence theorem.

Theorem 5.2 Let @ € H be a solution of problem (5.1.1) and tin4y be the sequence
obtained from Algorithm 5.2, then

IR

lg(@ns1) — g(a) "2 < llg(un) — 9(’7)"2 ~2-rr(1- 6)2 dnll?

(5.4.7)

Proof: Based on Alg 5.2, we have

N9(Ens1) ~ 9@ = Ng(un) ~ rand., ~ g(@)|?

= |lg(un ~ 9(D)II* — 2ran(g(un) ~ 9(5), dn) + r2a2}id, 2
< [|9(un — g(@)}? — 2ram(Rn, dn) + 7700 (R, dn)

= llgltn ~ g(@)I* + (Rn, du)era(r? — 2r) |

< llg(un ~ g@I* — (2 - r)(1 — 6215l

by a,.’s definition and (5.4.6) .

Theorem 5.3 Let {u,} be a sequence of approzimate solutions generated by Algo-
rithm 5.2. Let {en} be a bounded sequence in H and {B,}, {7} be real sequences in
[0, 1] satisfying,



i {B,+ T} is bounded away from 1, i.e. 0 < B, + o <1 =6 for some 6 € (0,1).

ii E;f'__oqj < 00.

Assume that 2 # © and g(52) is bounded. Then {u,} converges to a solution of
problem (5.1.1) if and only if iminf, .., d(g9(un, g9(§2)) = 0, where d(y, D) denote
the distance of y to set D, i.e., d(y, D) = inf.cpd(y, 7).

Proof: "Necessity” is easy to see: suppose {u,} converges to a & € {2, the solution

set of (5.1.1). Then by ¢’s continuity, we have

d{g{un), 9(2)) = infucnd(g(in), 9(Q) < d(g(un), 9()) — 0,88 1 — o0,

that means
fim d(g(n), 9(9) = lim inf d{g(un, 9(2)) = 0.

"Sufficiency”: in order to prove the sufficiency, we divide our preof into three

steps.

Step 1. We claim that for each @ € 2, lim,_,. ||g{t, — g(@)|| exists and {g(u,)}
bounded.
By [Az-+(1- Ayl'= Mzl + (1= NglP - A= N)lz—pl2, Vz,y€ H
and A € [0,1], we have

llg(ttnsr) — (@I
= [[(1 ~ B — ¥a)9(fin+1) + Bng(tin) + Yu(en — g(@)*
= {1 = Bu = V) (g{lin+1) = 9(T%a)) + Balg(un) ~ 9(7)) + Yalen — g(8))]?
< (1 - B — %)l(g(lins1) — 9(T)l? + Bnllo(us) — g(ﬁ)ll":+ Vallen — g(@)?
< (1= B = 1)(ll(9(un) — @I ~ 2 = r)r(1 — 6)243=kr)
+Bnllg(tun) — ()| + Ynllen — g(B)|I? \
= g(ua) — g@I? = (1 ~ )2 ~ r)r(1 - 6)°43=L) + yallen — g(@)I12
< llg(@) — g(un)lI* + M
(5.4.8)

where M = |le, — g(@)||* < sup,, [len)] + sup,eq{llg(u)|} < co.
That i8 [|g{uns1) — 9(@)]| < (9(B) ~ g(u )2 + . M2
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Step 2.

Step 3.

Since Y0725 < 00 , we can get that lim,, ., [|g(un) — g(&)|| exists, and
{9(un)} is bounded.

We claim that 34 € H and u, converges to @. By (5.4.8), we have

min—1

g (tmin)—g(@I < llg(um)—g(@)i+M? Z Yy Ym20n21ueQ

(5.4.9)
Since liminf, .o d(g(2s, 9(2)) = 0, 3{xq, } C {u,}, such that

Lim d(g(un, ), 9(€2)) = lim inf d(g(un), (2)) = 0.

Then plus the condition 37,; < 00, we get
o0

INg 21, st d(g(un,),9(2)) <e and Mzz:%- <€E, M,n2N
=0

Thus, Ju* € Q such that d(g(un,), 9(u*)) < £ which implies that

llg(un) — g(u)|I?
= |9 (uNotn—mo) — g(u*)||? (5.4.10)
< llg(un,) — glu )} + M2 ;:;:o v <2

Similar,

lg(tmsn) — g(u®)I?

< Ng(ume) — gu )2 + M2 1y, < 9 (5:411)
By (5.4.10) and (5.4.11) we derive that

lg(m+n) — g(un)|l?

= 2fig(umn) — g(u)I? + 2g(un) — g(u”)|? (5.4.12)

< 8

Which implies that {g(x,)} is Cauchy sequence in H. Hence lim, u,, exists
and we suppose lim,u, =i € H.

We claim that 4 € Q, the solution set of (5.1.1). By (5.4.8), we have

(1 = )(2 = r)r(1 = )2k0) < (g(un) ~ (@I ~ (6(tn) ~ S + 102
= or(2—r)(1~ L) < Wglem) - 9@ - H(9(un) — g(@)|? + o M?
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Because of the assumption 0 < 8, + 7, < 1 —0. And by 7, — 0, and
lim, o [|g(un — g(@)}} exists, we obtain

; - — 5)2HRa)4y

limn o(2 = r)r(1 - )*al) = 0 (5.4.13)
= lim, | R{un)l| =0
Note that R(u) is continuous, and lim,u, = %, it follows that R(#t) =
0. Therefor, 4 € H is a solution of the problem (5.1.1). The proof is

complete.

Remark 5.5 Our above theorem 5.3 is given in e infinite-dimension Hilbert space
while Noor’s main results in [{9] only limited in o finite-dimension Hilbert space.
We gave a sufficient and necessary condition for the convergence of approximate

solutions while Noor only gave a sufficient condition in [{9] .
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