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The work reported in this article addresses the kinematic 
calibration of a robot manipulator using a coordinate measuring 
machine (CMM) which is able to obtain the full pose of  
the end-effector. A kinematic model is developed for the 
manipulator, its relationship to the world coordinate frame and 
the tool. The derivation of  the tool pose from experimental 
measurements is discussed, as is the identification methodology. 
A complete simulation of the experiment is performed, allowing 
the observation strategy to be defined. The experimental work 
is described together with the parameter identification and 
accuracy verification. The principal conclusion is that the 
method is able to calibrate the robot successfully, with a 
resulting accuracy approaching that of  its repeatability. 
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1. Introduction 

It is well known that robot manipulators typically have 
reasonable repeatability (0.3 ram), yet exhibit poor accuracy 
(10.0 mm). The process by which robots may be calibrated 
in order to achieve accuracies approaching that of the 
manipulator is also well understood [1]. In the calibration 
process, several sequential steps enable the precise kinematic 
parameters of the manipulator to be identified, leading to 
improved accuracy. These steps may be described as follows: 

1. A kinematic model of the manipulator and the calibration 
process itself is developed and is usually accomplished with 
standard kinematic modelling tools [2]. The resulting model 
is used to define an error quantity based on a nominal 
(manufacturer's) kinematic parameter set, and an unknown, 
actual parameter set which is to be identified. 
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2. 

3. 

Experimental measurements of the robot pose (partial or 
complete) are taken in order to obtain data relating to the 
actual parameter set for the robot. 

The actual kinematic parameters are identified by systemati- 
cally changing the nominal parameter set so as to reduce 
the error quantity defined in the modelling phase. One 
approach to achieving this identification is determining 
the analytical differential relationship between the pose 
variables P and the kinematic parameters K in the form 
of a Jacobian, 

~ P = J ~ K  (1) 

and then inverting the equation to calculate the deviation of 
the kinematic parameters from their nominal values 

8K = [ j r j ] - , j r ~ p  (2) 

Alternatively, the problem can be viewed as a multidimen- 
sional optimisation task, in which the kinematic parameter 
set is changed in order to reduce some defined error function 
to zero. This is a standard optimisation problem and may 
be solved using well-known [3] methods. 

4. The final step involves the incorporation of the identified 
kinematic parameters in the controller of the robot arm, 
the details of which are rather specific to the hardware of 
the system under study. 

This paper addresses the issue of gathering the experimental 
data used in the calibration process. Several methods are 
available to perform this task, although they vary in complexity, 
cost and the time taken to acquire the data. Examples of 
such techniques include the use of visual and automatic 
theodolites [4, 5, 6], servocontrolled laser interferometers [7], 
acoustic sensors [8] and vidual sensors [9]. An ideal measuring 
system would acquire the full pose of the manipulator (position 
and orientation), because this would incorporate the maximum 
information for each position of the arm. All of the methods 
mentioned above use only the partial pose, requiring more 
data to be taken for the calibration process to proceed. 
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2. Theory 

In the method described in this paper, for each position in 
which the manipulator is placed, the full pose is measured, 
although several intermediate measurements have to be taken 
in order to arrive at the pose. The device used for the pose 
measurement is a coordinate-measuring machine (CMM), 
which is a three-axis, prismatic measuring system with a 
quoted accuracy of 0.01 ram. The robot manipulator to be 
calibrated, a PUMA 560, is placed close to the CMM, and a 
special end-effector is attached to the flange. Fig. 1 shows 
the arrangement of the various parts of the system. In this 
section the kinematic model will be developed, the pose 
estimation algorithms explained, and the parameter identifi- 
cation methodology outlined. 

2.1 Kinematic Parameters 

In this section, the basic kinematic structure of the manipulator 
will be specified, its relation to a user-defined world coordinate 
system discussed, and the end-point toil modelled. From these 
models, the kinematic parameters which may be identified 
using the proposed technique will be specified, and a method 
for determining those parameters described. 

The fundamental modelling tool used to describe the spatial 
relationship between the various objects and locations in the 
manipulator workspace is the Denavit-Hartenberg method 
[2], with modifications proposed by Hayati [10], Mooring 
[11] and Wu [12] to account for disproportional models [13] 
when two consecutive joint axes are nominally parallel. As 
shown in Fig. 2, this method places a coordinate frame on 

Joint n/ /Joint. n + 1 

~ L / ~  Link n + 1 ~.. 
L "  - 

/~ ~ Zn~ ~n " X. 

" "- Y" "/ 

Yn-1 X,~-I 

Fig. 2. Link coordinate frame allocation. 

each object or manipulator link of interest, and the kinematics 
are defined by the homogeneous transformation required to 
change one coordinate frame into the next. This transformation 
takes the familiar form 

A .  = rot (z,O.) trans (z ,d , )  trans (x,a.) 

rot (x,t~.) rot (y,fl.) (3) 

The above equation may be interpreted as a means to 
transform frame n - 1  into frame n by means of four out of 
the five operations indicated. It is known that only four 
transformations are needed to locate a coordinate frame with 
respect to the previous one. When consecutive axes are not 
parallel, the value of /3 .  is defined to be zero, while for the 
case when consecutive axes are parallel, d.  is the variable 
chosen to be zero. 

When coordinate frames are placed in conformance with 
the modified Denavit-Hartenberg method, the transformations 
given in the above equation will apply to all transforms of 
one frame into the next, and these may be written in a 
generic matrix form, where the elements of the matrix are 
functions of the kinematic parameters. These parameters are 
simply the variables of the transformations: the joint angle 
0., the common normal offset d., the link length a., the angle 
of twist a . ,  and the angle /3.. The matrix form is usually 
expressed as follows: 

A n = 

Ce.CO. - SO.Sa.SO. -Se .Ca.  CO.SO. + Se.Sa.CO. a.CO. 

SO.CO. + CO.Sa.SO. CO.Ca. SO.SO. - CO.Sa.CO. a.Se. 
(4) 

-Ca.SO. Sot. Ca.CO. d. 

0 0 0 1 

Fig. 1. Calibration equipment. 

For a serial linkage, such as a robot manipulator, a coordinate 
frame is attached to each consecutive link so that both the 
instantaneous position together with the invariant geometry 
are described by the previous matrix transformation. 'The  
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Fig. 3. PUMA frame allocation. 

transformation from the base link to the nth link will therefore 
be given by 

Tn = A 1 A 2  .. .  A n  (5) 

Fig. 3 shows the PUMA manipulator with the 
Denavit-Hartenberg frames attached to each link, together 
with world coordinate frame and a tool frame. The transform- 
ation from the world frame to the base frame of the 
manipulator needs to be considered carefully, since there are 
potential parameter dependencies if certain types of transforms 
are chosen. Consider Fig. 4, which shows the world frame 
xw, y , ,  z , ,  the frame Xo, Yo, z0 which is defined by a DH 
transform from the world frame to the first joint axis of 
the manipulator, frame Xb, Yb, Zb, which is the PUMA 

~ Je 4 Z l  

xb Yb 

/ 

1/ 
do 

�9 .Yw~. xw 
Zw 

Fig. 4. Base transformations. 

manufacturer's defined base frame, and frame xl, Yl, zl which 
is the second DH frame of the manipulator. We are interested 
in determining the minimum number of parameters required 
to move from the world frame to the frame x~, Yl, z~. There 
are two transformation paths that will accomplish this goal: 

Path 1: A DH transform from x , ,  y , ,  z , ,  to x0, Yo, zo 
involving four parameters, followed by another transform 
from xo, Yo, z0 to Xb, Yb, Zb which will involve only two 
parameters ~b' and d' in the transform 

To b = rot (z0, 4)') trans (zo, d') (6) 

Finally, another DH transform from xb, Yb, Zb to Xt, y~, Z~ 
which involves four parameters except that A01 and 4~' are 
both about the axis zo and cannot therefore be identified 
independently, and Adl and d' are both along the axis zo and 
also cannot be identified independently. It requires, therefore, 
only eight independent kinematic parameters to go from the 
world frame to the first frame of the PUMA using this path. 

Path 2: As an alternative, a transform may be defined directly 
from the world frame to the base frame Xb, Yb, Zb. Since this 
is a frame-to-frame transform it requires six parameters, such 
as the Euler form: 

Ab = rot (z, C]~b) rot (y, 0b) rot (x, ~bb) 

trans (Pxb, Pyb, Pzb) (7) 

The following DH transform from xb, Yb, zb tO Xl, Yl, zl 
would involve four parameters, but A0~ may be resolved into 
4~,, 0b, ~, and Ad~ resolved into Pxb, Pyb, Pzb, reducing the 
parameter count to two. It is seen that this path also requires 
eight parameters as in path i, but a different set. 

Either of the above methods may be used to move from 
the world frame to the second frame of the PUMA. In this 
work, the second path is chosen. The tool transform is an 
Euler transform which requires the specification of six 
parameters: 

As = rot (z, ~b6) rot (y, 04) rot (x, ~/'6) (8) 
trans (Px6, Py6, P,6) 

The total number of parameters used in the kinematic model 
becomes 30, and their nominal values are defined in Table 
1. 

2.2 Identification Methodology 

The kinematic parameter identification will be performed as 
a multidimensional minimisation process, since this avoids the 
calculation of the system Jacobian. The process is as follows: 

1. Begin with a guess set of kinematic parameters, such as 
the nominal set. 

2. Select an arbitrary set of joint angles for the PUMA. 

3. Calculate the pose of the PUMA end-effector. 

4. Measure the actual pose of the PUMA end-effector for 
the same set of joint angles. In general, the measured and 
predicted pose will be different. 

5. Modify the kinematic parameters in an orderly manner in 
order to best fit (in a least-squares sense) the measured 
pose to the predicted pose. 



Table 1. Nominal parameters for the PUMA robot. 

0b ~ P*b P,,b Pzb 
(o) (o) (o) (mm) (mm) (mm) 

180.0 0.0 90.0 -394.0 -383.0 474.0 

Link (50, d, a~ ~, /3, 
(o) (mm) (mm) (~ (~ 

1 0 0 0.0 -90.0 0 
2 0.0 0 431.85 0.0 0.0 
3 0.0 149.09 -20.33 90.0 0 
4 0.0 433.0 0.0 -90.0 0 
5 0.0 0.0 0.0 90.0 0 

(~ (~ (~ (mm) (mm) (ram) 

90.0 0.0 0.0 0.0 0.0 134.0 

The process is applied not to a single set of joint angles but 
to a number of joint angles. The total number of joint angle 
sets required, which also equals the number of physical 
measurement made, must satisfy 

Kp >. N • Dt (9) 

where 

Kp is the number of kinematic parameters to be identified 

N is the number of measurements (poses) taken 

Dr represents the number of degrees of freedom present in 
each measurement 

In the system described in this paper, the number of degrees 
of freedom is given by 

Dt = 6 (10) 

since full pose is measured. In practice, many more measure- 
ments should be taken to offset the effect of noise in the 
experimental measurements. The optimisation procedure used 
is known as ZXSSO, and is a standard library function in the 
IMSL package [14]. 

2.3 Pose Measurement 

It is apparent from the above that a means to determine the 
full pose of the PUMA is required in order to perform the 
calibration. This method will now be described in detail. The 
end-effector consists of an arrangement of five precision- 
tooling balls as shown in Fig. 5. Consider the coordinates of 
the centre of each ball expressed in terms of the tool frame 
(Fig. 5) and the world coordinate frame, as shown in Fig. 6. 
The relationship between these coordinates may be written 
as  

P; = TPI (11) 

where Pi' is the 4 x 1 column vector of the coordinates of 
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Fig. 5. Tool transform. 
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Fig. 6. Ball centroid in the tool and world frames. 

the ith ball expressed with respect to the world frame, P~ is 
the 4 x 1 column vector of the coordinates of the ith ball 
expressed with respect to the tool frame, and T is the 4 • 4 
homogenious transform from the world frame to the tool 
frame. 

If P~ is known by precalibrating the tool, and P~ is measured, 
then T may be found, and used as the measured pose in the 
calibration process. It is not quite that simple, however, since 
it is not possible to invert equation (11) to obtain T. The 
above process is performed for the four balls, A, B, C and 
D, and the positions ordered as 

e~, P{3 P/: Pb = T[PA es  Pc Po] (12) 

or in the form 

P ' =  TP (13) 

Since P',  T and P are all now square, the pose matrix may 
be obtained by inversion 

T =  P' p-1 (14) 

In practice it may be difficult for the CMM to access four 
bails to determine P~ when the PUMA is placed in certain 
configurations. Three balls are actually measured and a fourth 
ball is fictitiously located according to the vector cross product 

P4 = (P3 - PI) • (P2 - PI) (15) 

Regarding the determination of the coordinates of the 
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centre of a ball based on measured points on its surface, 
no analytical procedures are available. Another  numerical 
optimisation scheme was used for this purpose such that the 
penalty function 

Fi = ( u  - x i )  2 + ( v  - y i )  2 + ( w  - z i )  2 - r 2 (16) 

was minimised, where (u, v, w) are the coordinates of the 
centre of the ball to he determined, (x/, y~, z~) are the 
coordinates of the ith point on the surface of the ball and r 
is the ball diameter. In the tests performed, it was found 
sufficient to measure only four points (i = 4) on the surface 
to determine the ball centre. 

3. Simulation 

In performing a simulation study of the proposed experimental 
calibration process the objectives are as follows: 

To confirm that the numerical algorithm proposed for the 
identification converges to the correct values 

To determine the number  of experimental data needed to 
identify the kinematic parameters to a required degree of 
accuracy 

To estimate the resulting accuracy of the manipulator if the 
new kinematic model were to be embedded in the robot 
control computer. 

Several computer programs were written to perform this 
simulation study. These programs and their relationship to 
each other are shown in Fig. 7. The first of these, POSE, 
simulates the generation of sets of PUMA joint angles using 
a random-number function. These values are then used in a 
forward kinematic solution to determine the pose. The 
kinematic parameter  table used in this model includes known 
deviations from the PUMA nominal model. Since the ultimate 
objective of the calibration is to identify these parameters, 
the resulting joint angle sets and corresponding poses are 

P o s e  PosEv RoAT 

ID6 

I RESULT.DAT 

VERIFY 

Fig. 7. Programs used in the simulation of the calibration process. 

pseudo-experimental data. At  this stage, estimates of the 
measurement noise are added to the data. The PUMA 
manufacturers indicate that joint angles may be read reliably 
to two decimal places, so they are stored in the output data 
file (PUMA-VAR.DAT)  to this level of accuracy. The other 
uncertainty in the experiment is the precision of the CMM in 
determining the position of the centre of the measured balls. 
This is added to the upper right 3 • 1 position component  
of the pose matrix, and takes the value of 0.01 mm, the 
manufacturer 's quoted accuracy for the CMM. 

Program POSE is run twice, to produce a joint angle 
data set to be used in the identification process (PUMA- 
VAR.DAT) ,  and another set (POSEVER.DAT)  to be used 
in a verification phase. Program ID6 performs the actual 
identification, and uses the ZXSSQ subroutine mentioned 
before. Convergence may be defined by a combination of 
several criteria, although in this case it was decided to halt 
iteration when the kinematic parameters were consistent to 
four significant figures from one iteration to the next. The 
output of ID6 is a file (RESULT.DAT)  containing the 30 
identified parameters, together with the RMS difference 
between the actual and identified parameters. This latter 
quantity is calculated as the aggregate length and angular 
parameter errors and indicates the accuracy of identification. 

Finally, the second set of joint angle data (POSEVER.DAT)  
is used in a forward kinematic solution of the PUMA,  together 
with the identified parameters, to estimate the accuracy that 
the manipulator would achieve if these identified parameters 
were to replace the nominal parameters in the robot control 
computer. This is accomplished in program VERIFY by 
simply calculating two forward kinematic solutions based on 
the actual and identified kinematic parameter  data sets and 
calculating the differential displacement and orientation matrix 
[15] 

~: 0 -8~ d~ 
A = " " (17) 

8x 0 

0 0 

to calculate the position and orientation accuracy of the 
calibrated manipulator. 

The complete simulation may be regarded as a tool to plan 
the experiments in which the independent  variables are the 
number of observations and the range of joint angles allowed 
by the common work volume of the PUMA and the CMM, 
while the dependent variables are the accuracy of parameter  
identification and the resulting manipulator accuracy. Figs 8 
and 9 show the variation in the position and orientation 
accuracy respectively, as a function of the number  of 
observations used in the identification. As expected, the error 
decreases with increasing observations. 

The results of the simulation study indicate that the 
calibration process is characterised by robust convergence, 
requires relatively few experimental observations, and will 
result in a manipulator accuracy of the same order as its 
repeatability. With this knowledge, the experimental phase 
of the work was performed. 
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Fig. 10. Experimental pose locations. 
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Fig. 8. Simulated position error. 
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Fig. 9. Simulated orientation error. 

4. Experimental Work 

In order to maximise the joint motion for the experimental 
poses, the common working volume of the PUMA and the 
CMM was regarded as a parallelepiped, as shown in Fig. 10. 
12 points were located on the parallelepiped where pose 
measurements were to be taken. It is assumed that points 
distributed widely in the world space will result in large ranges 
of joint angles. The tool was located at each point in the 
lefty, righty, elbow-up and elbow-down configurations, leading 

to 48 possible poses. Each wrist joint angle was exercised as 
much as possible without causing a limit stop failure by the 
PUMA controller. 

For each pose, a ball on the tool was identified and the 
CMM measured 4 locations on the surface of the ball. A 
program used this data to calculate the centre of the ball and 
displayed the residual error between the surface of the ball 
and the experimental points. This value should be very small, 
and large values ( -  0.001 mm) indicated errors in supplying 
the program with CMM data. In this case the data was 
measured again. Using the method described in the theory 
section, the pose of the end-effector was calculated once data 
for 3 balls had been collected. Once the T matrix from 
equation (11) had been calculated, its validity as a homo- 
geneous transform was checked by recognising that if 

T =  [ n o a p ]  (18)  

then 

and 

n - n = o ' o = a ' a = l  (19)  

n = o x a (20)  

o = a x n (21)  

The program checks the size and orthogonality conditions 
stated above, and if they are within acceptable limits then 
the pose is saved, together with corresponding joint angles 
obtained from the PUMA controller. The calibration required 
two people to take the data and type in the results, at a rate 
of about 10 minutes per pose. 

5. Results and Conclusions 

The experimental data file is in the same format as the 
pseudo-data file P U M A - V A R . D A T  shown in Fig. 7, and may 
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therefore be used directly in the identification routine ID6. 
Because of errors found in the experimental data, only 42 of 
the 48 measured poses were actually used. 

This data set was divided into two 21-pose sets, where the 
first set was used in the identification while the second was 
used as an independent set with which to determine the 
resulting accuracy at poses other than those used for the 
identification. In order to compare with the simulation studies, 
sets of 7, 14 and 21 randomly selected data points were 
selected from the identification data set in order to determine 
the kinematic parameters. The identified parameters were 
then used in the verification set to deteermine the error 
between the measured pose and the pose calculated using the 
identified parameters. In this calculation, all 21 verification 
poses were used and the RMS error for position and orientation 
were calculated. The results are shown in Figs 11 and 12. It 
is seen that the simulation and experimental data predict the 
same trend, although the experimentally predicted accuracy 
is considerably larger than that predicted. This may be 
attributed to a larger measurement noise value than that 
assumed for the simulations. Tests showed that increasing the 
magnitude of noise resulted in poorer accuracy of identification 
and hence a less accurately calibrated robot. 

The data shown in the simulation for the orientation error 
(Fig. 9) illustrate an interesting issue. The data suggests that 
the accuracy for 10 observations is less than that for 18 
observations. Recall that each observation is a pose calculated 
for a randomly selected set of joint angles. It may be expected 
that some joint angles would lead to a "better" identification 
than another set, for example those selected near a kinematic 
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Fig. 11. Calibrated accuracy - position. 
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Fig. 13. Position error for 100 randomly selected joint angle sets. 

singularity. The predicted accuracy would be variable, there- 
fore, even for a fixed number of observations. The simulation 
may be used to illustrate this by performing 100 calibrations, 
each using a randomly selected set of 12 observations. Fig. 
13 shows the results of this test, and indicate that there is a 
wide variation in resulting accuracy. All data points shown in 
Figs 8 and 9 should be regarded as having such distributions. 
Another implication of this test is that the experimental 



Table 2. Nominal and identified kinematic parameters. 

Parameter Nominal value Identified value 

q~, 180.0 179.957 9 
0b 0.0 1.512 0 
th, 90.0 89.021 9 
Pxb --394.0 --393.983 8 
Pyb --383.0 --405.060 8 
p ~  474.0 466.838 1 

al 0.0 -0.049 23 
~j -90.0  -89.997 7 

502 0.0 -0.488 8 
a2 431.9 432.121 6 
~2 0.0 -0.030 3 
/32 0.0 -0.015 15 

803 0.0 -1.206 9 
d3 149.1 149.145 5 
a3 -20.3 - 19.227 0 
~3 90.0 90.051 2 

804 0.0 -0.914 4 
d4 433.0 432.889 9 
a4 0.0 0.004 0 
~4 -90.0  -89.990 9 

~0~ 0.0 2.236 4 
d5 0.0 -0.662 9 
a5 0.0 -0.025 8 
~5 90.0 89.934 5 

~b6 90.0 91.240 0 
06 0.0 -0.097 9 
q~6 0.0 -0.057 5 
Px6 0.0 0.186 3 
Py6 0.0 -0.232 9 
Pz6 134.0 133.155 7 

accuracy values  are also expected  to exhibit  a similar  statistical 
dis tr ibut ion,  sugges t ing  that  for a fixed n u m b e r  of  observat ions ,  
a part icular  selection of  joint  angles  leads to an accuracy 
several  t imes  bet ter  than  that  ob ta ined  f rom ano the r  set of  
joint  angles.  Since the  acquisi t ion of exper imenta l  calibration 
data  is a t ime-consuming  opera t ion ,  the  identification of  these  
" o p t i m u m "  joint  angles  would be of  considerable  value.  
Cur ren t  research  is address ing  this issue. 

Table  2 shows the k inemat ic  pa rame te r s  identified using 
the  comple te  set of  42 poses .  T hese  va lues  should  be closer 
to those  obta ined  us ing 21 poses ,  a l though this cannot  be 
verified because  all poses  were used in the  identification. 
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The  results  of  the  kinemat ic  identification indicates that  the  
resul t ing accuracy of the  man ipu la to r  is of  the  order  of  
0.3 m m ,  and it may  be concluded  therefore  tha t  calibration 
using this m e t h o d  will improve  the  accuracy to about  the  
same  value as the  man ipu la to r  repeatabil i ty.  
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